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Abstract – This paper presents a rigorous synthesis of circular arrays of printed antennas using 
a hybrid fuzzy-genetic algorithm. Fuzzy logic based controllers are applied to fine-tune 
dynamically the crossover and mutation probability in the genetic algorithms, in an attempt to 
improve the algorithm performance. The FGA approach is compared with the Standard Genetic 
Algorithm(SGA). Included synthesis example clearly demonstrates that while the SGA approach 
gives satisfactory solutions for the problem, the FGA method usually performs significantly better. 
Copyright © 2009 Praise Worthy Prize S.r.l. - All rights reserved. 
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Nomenclature 
 

pm mutation probability 
pc crossover probability 
D whole diversity of population 

gD  gene diversity of population 

gwD  gene inner diversity 

gbD  gene outer diversity 

iD  individual diversity of population 

ibD  individual outer diversity 

iwD  individual inner diversity 

iP  individuals average fitness 

P  average fitness of the population 

f   
average fitness of the current population. 

maxf  fitness of the optimal individual 
Number frequency of the largest fitness value that 

is not changed 
M number of individuals in the population  
l  length of string representing the individual 

N  number of element in array. 
iϕ  angular position of ith Antenna  

0k  wave number. 

iR  
 

distance between the ith patch and the 
observation  

( )iiA α,  complex excitation coefficients of the ith

patch 
Etot (r, θ, φ) total radiated  field of an array 

( )φθ ,E  radiation pattern of one patch 

id  ith sample of the pattern in the beam region 

avd  average value in the beam region 

maxSll   highest sidelobe  level 
fitness  fitness function of an individual 

I. Introduction 
The printed antennas array aroused an interest 

growing during these last years, in particular in the 
mobiles communications fields and the monolithic 
structures, where the radiating elements and the phase-
converters are integrated in the same substrate. They also 
find applications in the space techniques to ensure a 
specific or partial terrestrial cover, like in the military 
and civil field. 

This is mainly due to the unique feature of microstrip 
antennas; which are, namely, low in profile, compact in 
structure, light in weight, conformable to non planar 
surfaces, easy and inexpensive for mass production. The 
array association of several printed elements allows in 
addition an improvement of their performances, to 
accomplish a very particular functions, such as : 
scanning and beam steering, jamming rejection, adaptive 
detection, autoadaptativity, carrying out of various 
radiation patterns, the directivity pattern and polarization 
control, …etc. 

The circular array, in which the radiating elements are 
placed on circular rings, is an array of very great 
practical interest. These applications are multiple: radars, 
sonar, terrestrial and space navigation and much of other 
systems [1-2]. 

The application of genetic algorithms GAs as 
optimization tools for the design of antennas has been an 
active field of search in the past decade [3-4]. They have 
roved to be a useful and powerful alternative to 
traditional optimization techniques [5-7] when handling 
with multidimensional, multimodal optimization 
problems, and their success is related to versatility, 
robustness and ability to optimize non differentiable cost 
function [3,8-9]. 

The performances of the genetic algorithm is 
correlated to directly with its careful selection of 
parameters. It is possible to destroy an high fitness 
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individual when a large crossover probability is set. The 
performance of the algorithm would fluctuate 
significantly. For a low crossover probability, sometimes 
it is hard to obtain better individuals and does not 
guarantee faster convergence. High mutation introduces 
too much diversity and takes longer time to get the 
optimal solution. Low mutation tends to miss some near-
optimal points. 

Adaptive genetic algorithms, which dynamically adapt 
selected control parameters or genetic operators during 
the evolution, have been built to avoid the premature 
convergence problem and improve GA behaviour. One of 
the adaptive approaches is the parameter setting 
techniques based on the use of fuzzy logic controllers 
(FLCs), the fuzzy genetic algorithm (FGA) [8-11]. 

In this paper we develop the synthesis of the complex 
radiation pattern of a circular antenna array with probe 
feed by optimizing amplitude excitation coefficients, the 
desired radiation pattern is specified by a narrow beam 
pattern with a beam width of 8 degrees and a maximum 
side lobe levels of -30dB pointed at 0°. The simulation 
results obtained while applying FGAs are compared, in 
the same conditions, with those obtained by the standard 
genetic algorithms SGAs.  

In section 2 we present the design method of the 
proposed optimization technique, the design of a fuzzy 
controller is discussed to adjust crossover and mutation 
probabilities according to the population diversity 
measurements and the best fitness individual. 

The synthesis problem of a circular antenna array with 
rectangular cells using FGAs by optimization of the 
complex excitation coefficients is presented in section 3. 

In section 4:  numerical results for a circular array 
using both the SGAs and FGAs are presented to compare 
the performances obtained while introducing fuzzy 
techniques in GAs. Finally, some conclusions are drawn 
in section 5. 

II. Fuzzy Genetic Algorithms 
Genetic algorithm was proposed by Holland in the 

1970s [3], which is an optimization algorithm simulating 
natural evolution. Although GA becomes very famous 
with its global searching, parallel computing, better 
robustness, and not needing differential information 
during evolution. 

GAs include three primary genetic operators: 
selection, crossover and mutation. Selection embodies 
the principal of ‘Survival of the fitness’. The attention of 
crossover is to recombine genetic material of parents to 
form their offspring and to reach the new regions in 
search space [10-11]. The role of mutation in GAs has 
been that of restoring lost or unexpected genetic material 
into population to prevent premature convergence of the 
GA to sub-optimal solutions. 

However, GA has also some demerits, such us poor 
local searching, premature converging as well as slow 
convergence speed. 

The GAs behavior is determined by the exploitation 
and exploration relationship kept throughout the GA run. 
This balance between the utilization of the whole 
solution space and the detailed searching of some parts 
can be adapted to change of GA operators setting 
(selection, crossover and mutation). So, different genetic 
operators or control parameters values maybe necessary 
during the course of a run for inducing an optimal 
exploration/exploitation balance. For these reasons, 
adaptive genetic algorithms (AGAs) have been built that 
dynamically adjust selected control parameters or genetic 
operators during the course of evolving a solution [10-
11]. 

  One way for designing AGAs involves the 
application of fuzzy logic controller (FLCs) [10,11] for 
adjusting GA control parameters. 

The main idea of adaptive GAs based on fuzzy 
controllers FLCs is to use a FLC whose inputs are any 
combination of GA performance measures or current 
control parameters and whose outputs are GA control 
parameters. Current performance measures of the GA are 
sent to the FLC, which computes the new control 
parameters values that will used by the GA as 
demonstrated by the flow chart shown in figure 1. 

FLC’s inputs should be robust measures that describe 
GA behavior and the effects of genetic setting 
parameters and genetic operators, some possible inputs 
were cited in [10,11]: diversity measures, maximum, 
average, minimum fitness. 

FLC’s outputs indicate the values of control 
parameters or changes in these parameters, the following 
outputs were reported in [11]: mutation probability, 
crossover probability, population size … etc. 

We have choose for FLC’s outputs  pc and pm to 
realize the twin goals of maintaining diversity in 
population and sustaining the convergence capacity of 
the GA[10,11]. 

II.1. Fuzzy logic controller design 

Most AGAs based on FLCs presented in literature [9-
11] involve population level adaptation, by adjusting 
control parameters that apply for entire population. The 
premature convergence of GAs depends on PD 
descending quickly which can be prevented through 
controlling PD to maintain proper value. 

The  FLC   design takes into account the PDM and a 
performance measure of GAs, in this paper the FLC has 
three inputs ( gwD , and  Number) and two 

outputs (pc and  pm ) as indicated in figure 2. 
 
Next we derive how we can compute the PDM for a 

given population. 
 
 
 
 
 

max/ ff
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Fig.  1. Flowchart of the fuzzy genetic algorithms FGAs. 

 
 
 
 
 
 
 
 

Fig.  2. Structure of the fuzzy logic controller FLC. 

II.2. Population diversity measurements   

Lets take a population P using a binary encode to be 
presented by a  Mxl matrix, every row of matrix presents 
an individual string, and the column presents the value of 
every individual string at the special gene bit, so, 

j
ip represents the jth bit gene value of the ith individual 

string. 
Expressions derived here for computing PDM are 

inspired from the work of Kejung Wang [11], where it 
was demonstrated that the whole diversity of population 
D can be decomposed into two different meaning and 
effect diversity as given by equation 1: 
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By means of  iP  the individual diversity of 
population may be decomposed into two terms as given 
by (3) :  

 
              ibiwi DDD +=  (3) 

iwD indicates the discrepancy between the genes in 
every individual and the individual average, and reflects 
the diversity of one individual inner composition, iwD  
is given by (4): 
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ibD  indicates the discrepancy between the average of 
all individuals and the population average, it is the 
diversity among different individuals, and reflects the 
discrepant degree among different individuals, ibD  is 
given by (5): 
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And by means of the gene average 
j

g (7) the  gene 
diversity of population may be decomposed into two 
terms as given by (6) :  

         gbgwg DDD +=  (6) 
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The gene inner diversity which indicates the 
discrepancy average among the individual value at the 
special gene bit in population and reflects the convergent 
degree at this gene bit. gwD  is computed  by (8): 
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gbD  indicates the discrepancy between the average 
value of all gene bits and the population average, that is 
the discrepancy among gene average, gbD   is 
calculated  by (9): 
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In the research of GAs convergence, we pay close 
attention to the former the gene inner diversity. It 
represents the genetic drift degree and is the important 
criterion of GAs evolution ability.  

gwD  represents the genetic drift degree and evolution 

ability  of  current population.  max/ ff   is   used to judge  
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Fig. 3.  The membership functions of inputs and output. 

 
 

whether the current PD is useful [11] ], if it’s near to 
1, convergence has been reached, whereas if it’s near to 
0, the population shows a high level of diversity[10-12]. 
Number is used to record the frequency of the largest 
fitness value that is not changed. 

 The input variables gwD , max/ ff  and Number to be 
included respectively in the ranges : [0 , 0.25],  [0 , 1] 
and [0 , 30].  For the FLC’s outputs practical values of pc  
and pm are chosen and are included respectively in the 
ranges: [0.4, 0.9] and   [0.005, 0.1]. 

II.3. The membership functions of inputs and outputs 

Each input and output should have an associated set of 
linguistic labels. The meaning of these labels is specified 
through membership functions of fuzzy sets. 

The linguistic value sets of inputs and outputs are 
all: { }HIGHMEDIUMLOW ,, . 

According to the changing scope of input variables 
and output variables in FLC, and their linguistic value 
sets, we have adopted the same membership functions of 
inputs and outputs as given by [11]. Triangular 
membership functions and non-homogenous demarcation 
are adopted as it is illustrated in figure 3. 

II.4.   Fuzzy control rules 

After selecting the inputs, the outputs and defining the 
database, the fuzzy rules describing the relations between 
them are derived and are given in the table 1 [11].  

Referring, for example, to the first line in the table 1, 
if we consider max/ ff  low which means that we are far 
from the optimum (the best) and gwD  is low which 

signifies that all individuals surround (or gather around) 
one point. In this case the actual population is bad and 
we must favourite more and more crossover and 
mutation by choosing high values of pc  and  pm. 

The fuzzy logical system uses a triangular 
membership functions, the min intersection operator and 
correlation-product inference procedure.  Fuzzification 
of inputs was performed using the single value fuzzy 
production. Deffuzzification of the outputs was 
performed using the fuzzy center average method. 

Once the GAs optimized by a fuzzy controller based 
on the use of the population diversity measurements is 
defined, we use this algorithm in the synthesis of linear 
microstrip antenna array. 

 
TABLE I 

FUZZY CONTROL RULES (PM/PC) 

max/ ff  Number gwD  pm pc 

LOW - LOW HIGH HIGH 
LOW - MEDIUM HIGH MEDIUM 
LOW - HIGH MEDIUM HIGH 

MEDIUM - LOW HIGH MEDIUM 
MEDIUM - HIGH LOW MEDIUM 

HIGH LOW - LOW HIGH 

HIGH MEDIUM LOW / 
MEDIUM LOW MEDIUM 

HIGH HIGH LOW LOW LOW 
MEDIUM 

/LOW LOW - LOW HIGH 

MEDIUM MEDIUM 
/ HIGH - LOW MEDIUM 

LOW LOW - MEDIUM HIGH 

LOW MEDIUM 
/ LOW - HIGH MEDIUM 

- LOW MEDIUM 
/ HIGH LOW HIGH 

- HIGH MEDIUM 
/ HIGH LOW MEDIUM 

III.  Synthesis of  Circular Antenna Array 
Synthesis of a circular antenna array by the 

determination of amplitude excitation coefficients to best 
meet a specified far-field radiation pattern has been 
already presented [13-14]. 

0 .5 .7 .9 1 0 6 10 16 30 .0 .08 0.12 0.18 0.25 

.6 .7 .8 .9 .4 .48 .005 .008 0.012 0.02 0.1 
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We develop in this paper the synthesis of a circular 
antenna array with probe feed using the FGAs discussed 
in the previous section. 

Let us consider a circular array consisting of N 
radiating elements distributed regularly on a circle of 
radius Rc, in the xOy plane as show in figure 4. 

Let us consider an array of N isotropic elements 
placed on a circular ring of radius Rc, lying on the x-y 
plane of an orthogonal Cartesian system O(x,y,z). The n-
th element of the array is located at iϕ  with the x axis, 

where 1..2 −= iNi πϕ , i=1,2,...,N.  
 

 
Fig.  4. Circular array of N elements 

 
We consider the total radiated field ( )φθ ,,rEtot of the 

array in the plane of array as the result of a sum of the 
contribution of each element in the observed direction. 
We can then write [7]: 
 
 
 
 (10) 
 
 
 
where: 

  ( )icci RrRrR ϕφθψ −−≅−≅ cossin cos i  (11) 

  ij
i eA α.w i =  (12) 

 
The radiation field of an elementary source ( )φθ ,E is 

computed using the two-slot model by modeling the 
antenna as a combination of two parallel slots of length 
W, width h, and spaced a distance L apart as described in 
[15]. The radiation from the patch is linearly polarized 
with the electric field directed along the patch length. 

We can obtain finally: 
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According to the desired performances, we can 
consider an array comprising several rings. Among the 
various manners of setting out again the elements, one 
chose a distribution as show in Figure 5. 

The circle which presents the smallest ray must check 
the weakest spacing between the sources ( λ0.6 d1 = ). 
The spacing between the circles is of λ0.6 d 2 = ( λ being 
the wavelength number related to the operating 
frequency). 

The total radiated field in this case is: 

( ) ( ) ( )∑∑
= =

−−=
M

i

N

j

Rjk
tot

ijcieErE
1 1

cossin..
i

0.w.,,, φφθφθφθ  (14) 

We use the FGAs  to find the amplitude excitation 
vector [ ]NAAAA ...,,, 21=  so the radiation pattern 
produced satisfy the desired radiation pattern specified 
by the pattern model as illustrated in the figure 6, we 
suppose that all patches have the same excitation 
phase(null phase). This pattern has a narrow beam with –
30dB sidelobes. The pattern is normalized to the peak 
value at 0 degrees and must have a 3dB beamwidth of at 
least 8 degrees. The –30dB sidelobe level must be met 
beginning at ±10 degrees and extending to ±90 degrees. 
The sidelobes in this case are defined relative to the peak 
of beam at 0 degrees. The specifications are illustrated in 
figure 6.  

 
Fig. 5. Circular array with several rings. 

 
We have choose a suitable fitness function that can 

guide the SGAs and FGAs optimization toward a 
solution that meets the desired radiation pattern as 
mentioned in [16].  Equations 15-17 describe the 
appropriate fitness function. 
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            ( )iav
Sidelobesi

ddSll −=
∈∀
minmax  (16) 

             max1Sllwdfitness av +=  (17) 

      
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.  6.  Plot of the desired pattern specifications. 
 

Where it is assumed that a number of samples of the 
pattern, di in dB, are taken in the beam region and the 
sidelobe region and that the number of samples in the 
beam region is equal to 2S+1. An arbitrary weight w1 is 
used, the goal of function (17) is to maximize the 
difference between avd  and maxSll . 

First we have to find a relationship between the GAs 
and the array. In the case of a coded GA, each element of 
the array is represented by a string of bits which gives 
the amplitude excitation of the element; hence each 
element is characterized by its amplitude excitation. This 
relationship is shown in table 2. 

TABLE II. 
RELATIONSHIPS BETWEEN ELEMENTS OF GAS AND ARRAYS. 

Genetic parameters  Antennas array 
Gene  Bits chain(string): Amplitude
Chromosome  One element of array 
Individual One array 
Population  Several arrays 

IV. Numerical results 
We have considered a circular array of radius Rc = 2λ, 

consisting of N=96 elements organized on six  concentric 
rings, using the above techniques we have synthesized 
the pattern reproduced on figure 6. In our simulation, we 
have used a population size of 40 for GAs. Roulette 
strategy for “selection”, one–point crossover and 
mutation to flip bits. 

For the SGAs, we have used value of pc=0.75 and 
pm=0.03.  

For the FGAs, pc and pm are determined according to 
FLC given in section 2.1.  

We have adopted a desired radiation pattern specified 
by a narrow beam pointed at 0 degrees as illustrated in 
figure 6. Figures 7 to 12 show an example of synthesis of 
a probe-fed circular array constituted by 96 rectangular 
microstrip antennas with 0.906cm width and 1.186cm 
long working at the frequency of 10GHz, the array is 
printed on a substrate with 1.1588mm height and a 
dielectric constant  equal to 2.2.    

In figure 7 we present the result of circular array 
optimization by magnitude excitation coefficients using 
both SGAs and FGAs. It is clearly seen that the radiation 
pattern obtained by FGAs meet better the desired pattern 
than obtained by SGAs. The optimized amplitude 
excitation coefficients by both optimizer algorithms are 
reproduced on figure 9 and 10.   

The best fitness function obtained by FGAs is better 
than the obtained by a SGAs, this is shown in figure 8.  

For each generation the probabilities pc and pm are 
adjusted according to the response of the fuzzy 
controller, and shown in figures 11 and 12. 

 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 

Fig. 7.  Result of a circular array synthesis with 96 rectangular 
microstrip antennas fed by coax applying both SGAs and FGAs. 

 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 8.  Comparison between fitness function obtained  
by the two algorithms SGAs and FGAs. 
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Fig.  9.  Optimized amplitude excitation coefficients by SGAs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.  10.  Optimized amplitude excitation coefficients by FGAs. 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11.  Adjusting  pc during GAs run. 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.  12.  Adjusting  pm during GAs run. 
 

V. Conclusion 
We have developed in this paper the synthesis of a 

probe-fed circular array using adaptive genetic 
algorithms whose control parameters are dynamically 
adjusted by the use of fuzzy controller. 

The standard genetic algorithms SGAs are subject to  
premature convergence problem , which is due to: 
control parameter not well chosen initially for a given 
task, parameters always being fixed even though the 
environment in which GA operate may be variable.  

The FGAs has been built for inducing 
exploitation/exploration relationships that avoid 
premature convergence problem by optimizing the 
parameters controlling the GAs like crossover and 
mutation probabilities depending on the measure of 
population diversity PD. 

The SGA converges quickly with a larger probability 
to get trapped in local optima, while the FGA spends 
more time to explore ore feasible solutions with a larger 
probability to find global optimal solutions. 

As seen in the simulation example of the circular 
antenna array synthesis, the performances of FGAs are 
much better than the SGAs in terms of: approaching 
better the specified desired radiation pattern and the high 
speed approaching of the global optimal. 
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Abstract 

 
This paper presents an analysis and a synthesis of circular arrays of printed 
antennas. The simulated annealing technique which is a probabilistic 
methodology to solve combinatorial optimization problems, has been applied 
to optimize the amplitude of weights coefficients of the elements of the 
circular array in order to improve the antenna performances and to obtain a 
beam pattern that meet given requirements. It is seen that the optimization 
method is effective in designing such arrays. The power of the simulated 
annealing method lies in its ability to avoid the local minima and to converge 
to the global minimum of the cost function, thanks to the exploitation of 
simulated annealing potentialities and high flexibility. 
 
Key words: Printed antennas, circular arrays, analysis, synthesis, simulated 
annealing. 

 
Introduction 
The printed antennas array aroused an interest growing during these last years, in 
particular in the mobiles communications fields and the monolithic structures, where 
the radiating elements and the phase-converters are integrated in the same substrate. 
They also find applications in the space techniques to ensure a specific or partial 
terrestrial cover, like in the military and civil field. This is mainly due to the unique 
feature of microstrip antennas; which are, namely, low in profile, compact in structure, 
light in weight, conformable to non planar surfaces, easy and inexpensive for mass 
production. 

The array association of several printed elements allows in addition an 
improvement of their performances, to accomplish a very particular functions, such 
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as: scanning and beam steering, jamming rejection, adaptive detection, 
autoadaptativity, carrying out of various radiation patterns, the directivity pattern and 
polarization control, …etc. 

The circular array, in which the radiating elements are placed on circular rings, is 
an array of very great practical interest. These applications are multiple: radars, sonar, 
terrestrial and space navigation and much of other systems [1]-[2]. 

In the antennas arrays domain, the synthesis problem consists in estimating the 
variations of the feeding weights of the radiating elements which permits to provide a 
radiation pattern as close as possible to a desired pattern specified by a shape pattern. 
The goal of this optimization is to seek for the optimal amplitude according to a 
precise specification. In this domain, many deterministic synthesis tools were 
developed. Taking into account the diversity of the goals sake by the users, one will 
not find a general synthesis method applicable to all cases, but rather a significant 
number of specific methods to each type of problem. Recently, global stochastic 
optimization techniques appeared, able to obtain global optima, without remaining 
trapped on local optima as is in the case for the deterministic methods. To achieve this 
goal we developed a synthesis method of these arrays by employing an optimization 
method based on the simulated annealing technique (SA). Simulated annealing is 
presented as method of finding optimal or near-optimal solutions to problems for 
which rigorous optimization method do not exist. The literature has reported the 
application of SA for general electromagnetic problems and, particularly, for the 
arrays synthesis [3]-[6]. 

This paper is organized as follows, in section II, the total radiated field of the 
circular array is determined and plotted in 2D and 3D. Section III presents the 
synthesis problem. Section IV describes the proposed method of synthesis and its 
basic concepts are summarized. The obtained results are reported in section V. 
Finally, conclusions are drawn in section VI. 

 
Analysis 
A circular array consists of N radiating elements distributed regularly on a circle of 
radius Rc, in the xOy plane as show in Fig. 1. 
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Figure 1: Circular array of N elements. 

 
We consider the total radiated field Etot (r, θ, φ) as the result of a sum of the 

contribution of each element in the observed direction. We can then write [7]: 
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To fulfil the electronic sweeping function with such a device and to thus place the 
main lobe radiation in a direction ( )00 φθ , , it is necessary that the term αi check the 
equation (3). 
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The total radiated field can be written: 

( ) ( ) ( )( ) ( )

( ) ( )∑

∑

=

−
−

=

−−−
−

×=

=

N

i

djk
i

rjk

N

i

Rjk
i

rjk

tot

EeA
r

e

EeA
r

e
rE

i

iic

1

cos

1

cossincossin

,

,,,

00
0

000
0

φθ

φθφθ

ζϕ

ϕφθϕφθ

 (4) 

With: 
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According to the desired performances, we can consider an array comprising 
several crowns. Among the various manners of setting out again the elements, one 
chose a distribution as show in Fig. 2. 
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Figure 2: Circular array with several crowns. 

 
The circle which presents the smallest ray must check the weakest spacing 

between the sources (d1= 0.6λ). The spacing between the circles is of d2= 0.6λ (λ 
being the wavelength number related to the operating frequency). 

The total radiated field in this case is: 
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Synthesis problem 
The synthesis problem in which one is interested consists in minimizing the levels of 
the harmful side lobes to the useful radiation [7]-[10]. 

ij
ii eAW ϕ−=   (8) 

Where: 
Wi are complex weights to each element. 
Ai is the amplitude of the excitation and φi is the phase of the excitation. 
The synthesis consists of minimizing a criterion of variation δ between the 

synthesized pattern Fs(θ,φ) and the desired pattern Fd(θ) defined by a shape pattern 
imposed in advance by the user. The optimization problem then consists in 
minimizing the quadratic error. 

( ) ( ) ( )∑ −=
θ

θϕθϕθδ 2
,, ds FF  (9) 

Where : 
Fd is the desired function and Fs is the synthesized function. 
The SA described in next section, has been found to be very effective for the 

optimization of the array, thanks to its robustness and inherent ability to accommodate 
a variety of constraints. 

 
Basic concepts of simulated annealing 
SA is a probabilistic method based on concepts deriving from statistical mechanics by 
the means of the famous method of annealing used by the metallurgists. This method 
uses the Metropolis algorithm [11]. This algorithm is precisely used to randomly draw 
a continuation from microscopic configurations by respecting the proportions of 
Boltzmann relating to balance at a given temperature. As for the algorithm of iterative 
improvement, the algorithm of Metropolis makes it possible to explore by a random 
walk a graph whose tops are the microscopic configurations of the system. 

In the case of the iterative improvement, displacement in the graph is always 
carried out towards the configurations of decreasing cost, while the algorithm of 
Metropolis allows sometimes transitions towards configurations from higher cost. In 
optimization, an iterative research which accepts only the new points corresponding to 
a lower value of the function is equivalent to a physical system which reaches 
temperature equal to zero quickly, which brings us at local minima. On the other hand 
simulated annealing seeks to converge towards the global minimum thanks to the 
control of the parameter temperature. 

The algorithm of Metropolis calculates the new function )( 1xfEnew = , with 

1x  the new point generated starting from a function )( xg Δ  where xΔ  is the difference 
between the new point and the current point. 

The majority of the optimization methods using simulated annealing choose their 
new point with variable distances from their starting point or running. If the solution 
obtained is better than the preceding one, then this solution is accepted. If the 
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preceding solution remains better, a law of probability of acceptance intervenes in 
order to decide to keep or reject this value. 

Probability of acceptance determined by a function H, depends on the temperature 
T and difference between the two values of the function. As an example, while 
referring to the Boltzmann law, definite as follows [12]: 

)exp(  
)exp(1

1
T

E

T
E

H Δ−≈Δ+
=

  

(10) 

Where )(xfE =  represent the system energy, and EEE new −=Δ  represent the 

difference in energy between the new point and the preceding point. 
In order to accept or to reject a point for which Enew is not better than E, one 

carries out the lots of a random variable P on [0, 1]. If the variable obtained is lower 
than H the point is then accepted. In the contrary case, the new point is refused. 

When a new point is accepted, even if the corresponding value of the function is 
worse than with the preceding point, it becomes then the new point running or 
solution. At the beginning, the temperature T must be large and a new point must be 
roughly accepted once on two. With the progression of the algorithm in time, the 
temperature T is reduced, implying a fall of the acceptance probability of the points. In 
fact, the value called ‘‘temperature’’ T is only one parameter making it possible to 
control the amplitude of the movements and makes it possible to avoid the minima. 

When the temperature is null, the probability of transition becomes unit. If energy 
decreases at the time of the transformation, and that it is null in the opposite case: the 
algorithm of Metropolis is then identical to an algorithm of iterative improvement, in 
this case, one is likely to finish trapped in local minima. On the other hand, when the 
temperature is not null, the algorithm can choose points with a value of the higher 
function, which makes it possible to avoid the minima in favour of global minima 
good located in the workspace. 

Simulated annealing algorithms are expected to arrive at a good solution only in a 
statistical sense as in principale an infinitely large number of iterations are necessary 
to attain the global minimum. In practice to be useful, an acceptable solution must be 
attained in a finite reasonable number of iterations. For this to be possible, the cooling 
schedule must be carefully chosen so that the temperature falls only as fast as is 
compatible with maintaining a quasi equilibrium, otherwise the algorithm will lock in 
a secondary minimum. 

Various cooling schedules have been experimented with (step by step, linear, 
geometric and exponential) and, as expected, it is important to cool slowly, 
particularly at low temperatures. Finally, for the tests described here, the modified 
exponential cooling schedule recommended by Rees Ball [13] is adopted. However, if 
a modified exponential scheduling is chosen, almost all process running give slightly 
different results in term of energy and weight values. This means that the resulting 
configuration is stable and close to the optimal one. 

We used for the synthesis of our radiation pattern the simulated annealing 
algorithm presented by Corona [14]. This algorithm was tested by various authors and 
was compared with other techniques like the simplex or gradient conjugate known of 
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the functions comprising local minima. It proved that it always found the global 
minima which are not the case of the other methods. The algorithm is very simple and 
is presented in the following general form as shown in Fig. 3. 
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Figure 3: Simulated annealing flow chart. 
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Synthesis Results 
In order to test performances of the proposed approach, we considered circular array 
with only one crown of 8 elements uniformly spaced at 0.5λ. The shape pattern is 
specified by an undulation domaine UDlim of -5 dB, for a maximum width of principal 
beam is of 30° and a minimal width is of 18°, the maximum side lobes level is of -40 
dB. The synthesized radiation pattern is shown in Fig. 4. 
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Figure 4: Optimization results of a circular array with one crown (N=8). 

 
Notice that the synthesized radiation pattern is contained within the limits imposed 

by the desired shape pattern. Most of the power is concentrated around the angle θ = 
0º. The main lobe is more directing than that of the linear array and the side lobes 
maximum is of -40 dB, which remains in agreement with the requirements. 

A plot of the error evolution versus iterations is shown in Fig. 5 and Fig. 6 gives 
the feeding normalized amplitude of the sources. 
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Figure 5: Error versus iterations. 

 
According to the figure above, one notice that the algorithm converges at the end 

of 11×103 iterations. 
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Figure 6: Feeding normalized amplitudes. 
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On Fig. 7, we show the synthesized radiation pattern of the a circular array with 
four crowns of 8 ( N=32 ) elements each one. 
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Figure 7: Optimization results of a circular array with four crowns (N=32). 

 
Notice that a perfect symmetrical radiation pattern compared to the reference 

direction θ = 0º is obtained. The synthesized pattern is contained in the desired shape. 
Good results was obtained for the side lobes levels where the more dominating is of -
40 dB and the maximum tolerable value was fixed at -40 dB. 

A plot of the error evolution versus iterations is shown in Fig. 8 and Fig. 9 gives 
the feeding normalized amplitude of the sources. 
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Figure 8: Error versus iterations. 
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According to the figure above, one notice that the algorithm converges at the end 
of 11×103 iterations. 
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Figure 9: Feeding normalized amplitudes. 

 
Conclusion 
In this paper, we developed a global optimization algorithm of circular array of printed 
antennas based on the simulated annealing method by ordering the amplitude of 
excitation of each element of the array. 

The two cases of arrays that we treated, using a synthesis technique based on the 
simulated annealing algorithm, substantiate that the application of such an heuristic 
algorithm achieved the goals of a most rigorous and global approach towards the best 
solutions. Such solutions remain difficult to achieve using calculus-based on 
deterministic methods which are too rigid and limited in search space by the local 
optima difficulties. Moreover, this algorithm is free from all restrictions associated to 
the integral calculus, derivatives, matrix algebra, discontinuities, etc... 

The obtained results are very interesting of share their variety, their general 
information in the direction of reduction of the side lobes level. This method remains 
effective and robust towards badly conditioned problems, in particular when the 
solutions space he comprises discontinuities or constraints on the parameters and 
especially a great number of local minima. However, the choice of the cost function 
remains delicate, because the latter represents the key parameter of convergence 
towards an optimal solution. 
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Abstract 

This paper describes a new method for the synthesis of planar 
antenna arrays using fuzzy genetic algorithms (FGAs) by 
optimizing phase excitation coefficients to best meet a desired 
radiation pattern. We present the application of a rigorous  
optimization technique based on fuzzy genetic algorithms 
(FGAs), the optimizing algorithm is obtained by adjusting 
control parameters of a standard version of genetic algorithm 
(SGAs) using a fuzzy controller (FLC) depending on the best 
individual fitness and the population diversity measurements 
(PDM). 
The presented optimization algorithms were previously checked 
on specific mathematical test function and show their superior 
capabilities with respect to the standard version (SGAs). 
A planar array with rectangular cells using a probe feed is 
considered. Included example using FGA demonstrates the good 
agreement between the desired and calculated radiation patterns 
than those obtained by a SGA. 
Keywords:fuzzy genetic algorithms, planar array, 
synthesis, population diversity measurements, fuzzy 
controller. 

1. Introduction 

Planar antenna arrays are fundamental components of 
radar and wireless communication systems [1]. Their 
performance heavily influences the overall system’s 
efficiency and suitable design methods are necessary. 
The phase-only methods are of particular interest in 
antenna array synthesis as phase shifters are used to 
control the direction of the main beam. These methods 
include in general nonlinear optimization algorithms. 
The genetic algorithms (GAs) have been widely used in 
electromagnetic problems optimization, and particularly 
for the synthesis of antenna arrays. They have proved to 
be a useful and powerful alternative to traditional 
optimization techniques [2-7] when handling with  
 
 

multidimensional, multimodal optimization problems and 
their success are related to their versatility, robustness and 
their ability to optimize non differentiable cost function 
[2-7]. 
However, GA has also some demerits, such us poor local 
searching, premature converging as well as slow 
convergence speed. Adaptive genetic algorithms (AGAs) 
have been developed to overcome these problems, where 
their control parameters are adjusted according to the 
variation of the environment in which the GAs are run. 
We introduce the well-known performances of the fuzzy 
set theory to adjust control parameters of GAs depending 
on current performance measures of GAs  such us : 
maximum, average, minimum fitness and on the diversity 
of the population(PD). 
We present in this paper the synthesis of the complex 
radiation pattern of a planar antenna array with probe feed 
by only optimizing the phase excitation coefficients, the 
desired radiation pattern is specified by a narrow beam 
pattern with a beam width of 8 degrees and a maximum 
side lobe levels of -20DB pointed at 10°.  
Section 2 describes the fuzzy genetic algorithms (FGAs), 
the design of a fuzzy controller is discussed to adjust 
crossover and mutation probabilities according to the 
population diversity measurements and the best fitness 
individual.   Section 3 shows the synthesis problem of a 
planar antenna array with rectangular cells using FGAs by 
optimization of the phase excitation coefficients. 
Numerical results for a planar array using both the SGAs 
and FGAs are presented in section 4, to compare the 
performances obtained while introducing fuzzy techniques 
in GAs. Finally, some conclusions are drawn in section 5. 

2. Fuzzy Genetic Algorithms 

The GAs behavior is determined by the exploitation and 
exploration relationship kept throughout the GA run. This 
balance between the utilization of the whole solution space 
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f

and the detailed searching of some parts can be adapted to 
change of GA operators setting (selection, crossover and 
mutation). So, different genetic operators or control 
parameters values maybe necessary during the course of a 
run for inducing an optimal exploration/exploitation 
balance. For these reasons, adaptive GAs have been built 
that dynamically adjust selected control parameters or 
genetic operators during the course of evolving a solution 
[8] [9]. 
One way for designing AGAs involves the application of 
fuzzy logic controller (FLCs) [10-12] for adjusting GA 
control parameters. 
The main idea of adaptive GAs based on fuzzy controllers 
FLCs is to use a FLC whose inputs are any combination of 
GA performances measures or current control parameters 
and whose outputs are GA control parameters. Current 
performance measures of the GA are sent to the FLC, 
which computes the new control parameters values that 
will used by the GA as demonstrated by the flowchart 
shown in figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Flowchart of the fuzzy genetic algorithms (FGAs). 

FLC’s inputs should be robust measures that describe GA 
behavior and the effects of genetic setting parameters and 
genetic operators, some possible inputs were cited in 
[9][10]: diversity measures, maximum, average, minimum 
fitness. 
FLC’s outputs indicate the values of control parameters or 
changes in these parameters, the following outputs were 

reported in [9] [10]: mutation probability (pm), crossover 
probability (pc), population size … etc. 
We have choose for FLC’s outputs the probabilities of 
crossover pc and mutation pm to realize the twin goals of 
maintaining diversity in population and sustaining the 
convergence capacity of the GA[13] [14]. 
The significance of pc and pm in controlling GA 
performance has long been acknowledged in GA research 
[6] [7]. Several studies, both empirical [15] [16] and 
theoretical [17] have been devoted to identify optimal 
parameter settings for GAs. The crossover probability pc 
controls the rate at which solutions are subjected to 
crossover. The higher the value of pc, the quicker are the 
new solutions introduced into the population. As pc 
increases, however, solutions can be disrupted faster than 
selection can exploit them. 
Mutation is only a secondary operator to restore genetic 
material choice. Nevertheless the choice of pm is critical to 
GA performance and has been emphasized in Dejong’s 
work [18]. Large value of pm transforms GA into  a 
purely random search algorithm, while some mutation is 
required to prevent the premature convergence of the GA 
to suboptimal solutions. 

Initialisation 
Random generation of  P chromosomes 

The  FLC   design takes into account the PDM and a 
performance measure of GAs, in this paper the FLC has 

three inputs ( , gwD max/ ff  and  Number) and two 

outputs (pc and pm) as indicated in the figure 2. 

Generation=1

Evaluate fitness function for the 

 Fuzzy logic controller (FLC) 
Adjusting Pc and Pm

Expert 
 Where: 

 
           :   is the average fitness of the current population.  Selection, Crossover

maxf : is the fitness of the optimal individual.  
gwD   : is the gene inner diversity. 

 
 
 
 
 
 
 

Fig. 2  Structure of the fuzzy logic controller FLC. 

Let us consider a given population with M individuals 
(p1 ,…, pM) where each individual is represented by a 
binary string of  l  bits, the PDM can be described by 
means of the gene inner  diversity given by equation 1: 
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gwD  represents the genetic drift degree and evolution 

ability of current population. max/ ff  is used to judge 
whether the current PD is useful [12], if it’s near to 1, 
convergence has been reached, whereas if it’s near to 0, 
the population shows a high level of diversity[10]. 
Number is used to record the frequency of the largest 
fitness value that is not changed. 
The input variables , gwD max/ ff  and Number to be 
included respectively in the ranges : [0 , 0.25],  [0 , 1] and 
[0 , 30].  
Once the inputs and outputs of the FLC are defined, we 
must drive the membership functions and the fuzzy rules. 
More details about the design of FLC are given in [12].  

3. Synthesis of Planar Antenna Arrays 

We develop in this paper a synthesis of planar antenna 
array with probe feed using the FGAs discussed in the 
previous section. 
Let us consider a planar antenna array constituted of MxN  
equally spaced rectangular antenna arranged in a regular 
rectangular array in the x-y plane, with an inter-element 
spacing of 2/λ=== dydxd  as indicated by  figure 3,  
and whose outputs are added together to provided a single 
output. Mathematically, the normalized array far-field 
pattern is given by:  
 
 

  (3) 
 
Where 
( )φθ ,f : Represents the radiation pattern of an element. 

mnI : Amplitude coefficient at element (m, n). 

mnψ : Phase coefficient at element (m, n). 

0k : Wave number. 
 
If we consider an array with separable distribution, then 
the array factor is the product of two linear arrays 
associated with the row and column direction of this 
planar, which can be expressed in the form (4): 
 

 

(4) 

Fig. 3  Planar antennas array fed by coax. 

 
e use the FGAs  to find the complex excitation 
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pattern specified by the pattern model as illustrated in 
figure 4. This pattern has a narrow beam with –20DB 
sidelobes. The pattern is normalized to the peak value at 
10 degrees and must have a 3DB beamwidth of at least 8 
degrees. The –20DB sidelobe level must be met beginning 
at 0 and 20 degrees and extending to ±90 degrees. The 
sidelobes in this case are defined relative to the peak of 
beam at 10 degrees. The specifications are illustrated in 
figure 4.  
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Fig. 4  Plot of the desired pattern specification (for 10° main beam). 

Where it is assumed that a number of samples of the 

ind a relationship between the GAs and 

Table 1: The relationship between elements of GAs and arrays. 
Gen

pattern, di in dB, are taken in the beam region and the 
sidelobe region and that the number of samples in the 
beam region is equal to 2S+1. An arbitrary weight w1 is 
used. The goal of function (7) is to maximize the 
difference between the average value in the beam and the 
highest sidelobe. 
First we have to f
the array. In the case of a coded GA, each element of the 
array is represented by a string of bits which gives the 
complex excitation of the element; hence each element is 
characterized by its phase excitations. This relationship is 
shown in table 1. 

etic parameters Antennas array 
Gene Bits chain(string): (phase) 
Chromosome One element of array 
Individual One array 
Population Several arrays 

4. Numerical Results 

In our simulation, we have used a population size of 40 for 

array, 

(8) 

e have adopted a desired radiation pattern specified by a 

5 we present the result of planar array 

 approaching the global optimal of 

Fig. 5  Result of a planar array synthesis with 8x16 rectangular microstrip 
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GAs. Roulette strategy for “selection” one–point crossover 
and mutation to flip bits.  For the SGAs, we have used 
value of pc=0.71 and pm=0.02, for the FGAs,  pc and pm are 
determined according to FLC presented previously. 
We have chosen for simplification a symmetrical 
whose elements are located symmetrically on x-y plan, 
and adopted an antisymetrical phases for elements, which 
can be resumed by equation (7): 
 

⎧ −=−= , ψψ
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W
narrow beam pointed at 10 degrees with a sidelobe level of 
-20dB. Figures 5 to 8 show the synthesis result of a probe-
fed planar array constituted by 8x16 half wavelength 
spaced rectangular microstrip antennas with 0.906cm 
width and 1.186cm long working at the frequency of 
10GHz.    
In figure 
optimization by phase excitation coefficients using both 
SGAs and FGAs. It is clearly seen that the radiation 
pattern obtained by FGAs meet better the desired pattern 
than the obtained by SGAs. The sidelobe level obtained by 
FGAs optimization (-26DB) are much better than in the 
case of SGAs (-20DB). 
From figure 6, the speed
FGA is much quickly than that of SGA, and the fitness 
values of the best individuals of FGA are almost higher 
than that of SGA in every population. For each generation 
the probabilities pc and pm are adjusted according to the 
response of the fuzzy controller, and shown in the figures 
7 and 8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

antennas applying both SGAs and FGAs. 
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Fig. 6 Comparison between fitness functions obtained by the two 

 

 

Fig. 7 Adjusting  pc during GAs run. 

 

Fig.  8  Adjusting  pm during GAs run. 

5. Conclusions 

A rigorous method for the synthesis of planar antenna 
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array using AGAs integrating a FLC by optimizing only 
phase excitation coefficients has been presented.  The GAs 
behavior is strongly determined by the balance between 
exploiting what already works best and exploring 
possibilities that might eventually evolve into something 
even better. 
The balance 
exploitation) of the GAs is dictated by the values of pc and 
pm. We have adopted the variation of  pc and pm 
according to the response obtained by a FLC which 

depends on the PDM and a measure of the convergence by 
means of the ratio between the best fitness and average 
fitness. With the approach of adaptive probabilities of 
crossover and mutation, we also provide a solution to the 
problem of choosing the optimal values of the 
probabilities of crossover and mutation for the GA. 
From the simulating results, it has been shown that  
speed approaching the global optimal of FGA is much 
quickly than that of SGA, and the fitness values of the best 
individuals of FGA are almost higher than that of SGA in 
every population.  
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Abstract 

 
In this paper, a transmission line model is used to design a series-fed log 
periodic antennas arrays over a band of frequencies for satellite 
communications. The transmission line model is simple, precise and allowing 
taking into account the whole geometrical, electrical and technological 
characteristics of the antennas arrays. To validate this last, the obtained 
simulation results are compared with those obtained by the moment’s method 
(MoM). Using this transmission line approach the resonant frequency, input 
impedance, return loss can be determined simultaneously. Agreements 
between transmission line model data and the moment’s methods results were 
achieved. 
 
Key words: Log periodic antennas, antennas array, transmission line model, 
moment’s method (Momentum). 

 
Introduction 
Modern technologies are directed towards the miniaturization of antennas while trying 
to keep the best performances, the printed antenna is designed to satisfy these needs, it 
is a conductive metal of particular form placed on a substrate finished by a ground 
plane, its miniature character makes it possible to integrate it easily in emission and 
reception systems. A printed antenna presents a weak band-width and gain, 
association in array of several printed antennas makes it possible to compensate the 
single antenna limitations characteristic and to improve their gain and radiation 
performances, although their design is difficult because of their electromagnetic 
structure complexity, these antenna have the advantage of being able to be 
manufactured in great quantity with very weak cost. One of the antennas 
disadvantages remains a narrow band-width. 
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The broad band systems interest is confirmed day after day. The 
telecommunication standards multiplication of the future terminals, the exploitation of 
the ultra high frequency in various fields requires the use of broad band antennas. 

Various techniques have been proposed to improve the bandwidth operation of 
microstrip elements, such as using thicker substrates combined with very low 
dielectric constant materials, using parasitic elements [1]-[3], using impedance 
matching networks [4] and using two or more electromagnetically coupled patches on 
top of one another or stacked [5]-[7]. Another successful attempt to enhance the 
bandwidth of microstrip antenna was made by applying the log-periodic technique to 
design a microstrip array. 

The antennas analysis requires a significant number of electromagnetic 
simulations. The antennas characterization need the use of software based on rigorous 
numerical methods like the integral equations solved by the moment’s method. Such 
EM simulations are very expensive in CPU time and which increases dramatically 
with the unknown number resulting from discretization of the studied structure. 
Recently, fast algorithms models applied in electromagnetic have been reported in 
literature. 

In the present work, an attempt was made to design a log-periodic printed 
antennas array (LPA) by the equivalent transmission line model which makes it 
possible to take in account the whole antennas geometrical, electrical characteristics 
of and their feed system. 

 
Log periodic antennas formulation 
The LPA have properties which reproduce periodically according to the logarithm of 
the frequency. They are made of radiating elements resulting from/to each other 
starting from a multiplication of their dimension by a factorτ . 

The design of the wideband array was based on frequency-independent antenna 
principle which, when applied to a periodic structure, result in scaling of the 
dimensions from period to period so that the performance is periodic with the 
logarithm of frequency [8]- [9]. This principle was used to design each row of the 
microstrip linear array of Fig. 1. The patch length L, width W and spacing between 
two adjacent elements were related initially to the scale factor τ  by: 

n

n

n

n

W

W

L

L 11 ++ ==τ   (1) 

The scale factor was chosen to overcome the disadvantage of the narrow band 
performance of microstrip patches. If one multiplies all dimensions of the array by 
with τ  the element n become n+1 and the element n+1 become the element n+2. 
Consequently the array will have the same radiation properties at all the frequencies 
which are connected by the scaling factorτ . 
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Where: 
l is the distance between two adjacent radiating element. 
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Figure 1: Log periodic antennas array architecture. 

 
To calculate the input impedance of the printed antennas array, one supposes to 

exploit the electric model are equivalent of each radiating element to lead to a 
complete electric modelling of the entire array. 

The LPA equivalent circuit is presented in the following Fig 2: 
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Figure 2: Equivalent circuit of the log periodic antennas array. 

 

 
Antennas array operating in the band [6.2-8.2 GHz] 
The antennas array is to be designed on RT/Duroid 5880 substrate which has a 
relative permittivity εr of 2.32, a dielectric thickness h of 1.588 mm, a loss tangent of 
about 0,002 and 0.05 mm conductor thickness. Log periodic array is designed to 
operate over the frequency range of 6.2 GHz to 8.2 GHz. Because the input 
impedance of a patch at its edges is usually too high for direct connection to the 
feeding line, whose standard impedance is 50 Ohm. A quarter wave transformer can 
be designed to achieve a satisfactory return loss at the resonant frequency. Using the 
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procedure mentioned above, a linear log-periodic array with nine elements was 
initially designed. The resonant frequencies and dimensions of each radiating element 
are listed in table 1. The scaling factor is τ=1.031. 

 
Table 1: Frequencies and radiating elements dimensions. 

 

 
The antennas array architecture is shown in the figure below. The simulated input 

return loss of the antennas array is displayed for frequencies between 4.0 to 10.0 GHz 
in Fig. 3 (a). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Log periodic antennas array. 
(a) Computed return loss of the log periodic antennas array 

(b) Computed VSWR 

 
Let us note that the obtained band-width by the transmission line model is of 

about 1550 MHz and 1800 MHz by the moment’s method. Notice according to the 
Fig. 3 (b), a good similarity between the two curves. 

The impedance locus of the antennas array from 4.0 to 10.0 GHz is illustrated on 
Smith's chart in Fig. 4. 

Element 
number 

1 2 3 4  5 6 7 8 9 

Frequency 
(GHz) 

7.03 7.24 7.45 7.70 7.94 8.18 8.44 8.70 8.97 

W=L (mm) 16.56 16.06 15.57 15.11 14.65 14.21 13.78 13.36 12.96 
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Figure 4: Smith's chart of the input impedance return losses. Frequency points given 
by start = 4.0 GHz, stop = 10.0 GHz. 

 
The input impedance or the antenna has been calculated over a frequency range of 

4.0- 10.0 GHz. It can be seen from Fig 4 that the comparison for the input impedance 
between transmission line model and the moment method results are in good 
agreement. Notice that the resonant frequency is very close to the axis of 50 Ohm. 

 
Log periodic antennas array operating in the band [8.7-11.1 GHz] 
The antennas array is to be designed on substrate which has a relative permittivity εr 
of 2.2, a dielectric thickness h of 1.588 mm, a loss tangent of about 0,002 and 0.05 
mm conductor thickness. Using the transmission line model, the return loss, VSWR, 
input impedance are presented and resonant frequency is found to be in the band [8.7-
11.1 GHz]. Because the input impedance of a patch at its edges is usually too high for 
direct connection to the feeding line, whose standard impedance is 50 Ohm. A quarter 
wave transformer can be designed to achieve a satisfactory return loss at the resonant 
frequency. 

Nine radiating elements are used in this case. The resonant frequencies and 
dimensions of each radiating element are listed in table 2. The scaling factor is of 
about τ=1.04. 
 

Table 2:  Frequencies and radiating elements dimensions. 
 

Element 
number 

1 2 3 4 5 6 7 8 9 

Frequency 
(GHz) 

8.52 8.86 9.21 9.58 9.96 10.35 10.77 11.20 11.65 

W=L (mm) 13.66 13.13 12.62 12.14 11.67 11.22 10.78 10.37 9.97 
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The optimized antennas array layout is shown in the figure below. The simulated 
input return loss of the log periodic antennas array is displayed for frequencies between 
6.0 to 12.0 GHz in Fig. 5 (a). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Log periodic antennas array. 
(a) computed return loss of the log periodic antennas array 

(b) computed VSWR 

 
It is well observed that the resonance of the antennas array is correctly predicted 

to 10 GHz with a light shift by the moment’s method. By calculating the band-widths 
one finds a width of 2600 MHz obtained by the transmission line model and 2200 
MHz by the moment’s method. The band-width ( S11 ≤ -9.54 dB) is obviously quite 
broad band. Notice according to Fig 5 (b) representing the computed VSWR that the 
two curves are almost identical. In the vicinity of the resonant frequency the VSWR is 
close to the unit which corresponds to an ideal matching. 

The impedance locus of the antennas array from 6.0 to 12.0 GHz is illustrated on 
Smith's chart in Fig. 6. 
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Figure 6:  Smith's chart of the input impedance return losses. Frequency points given 
by start = 6.0 GHz, stop = 12.0 GHz. 
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Log periodic antennas array operating in the band [9.0–12.0 GHz] 
In this section, other geometry is analyzed by using the method proposed in this 
paper. The permittivity and the substrate thickness are 2.32 and 1.588 mm 
respectively and the operation frequency band is [9.0-12.0 GHz]. A probe of 50 Ohm 
is employ to feed the log periodic antennas array. 

A linear log-periodic array with 12 elements was initially designed. The resonant 
frequencies and dimensions of each radiating element are listed in table 3. The scaling 
factor is chosen to be τ=1.01. 

 
Table 3:  Frequencies and radiating elements dimensions. 

 
Element 
number 

1 2 3 4  5 6 7 8 9 10 11 12 

Frequency 
(GHz) 

11.22 11.33 11.44 11.55 11.67 11.79 11.91 12.02 12.14 12.27 12.39 12.51 

W=L (mm) 10.37 10.26 10.16 10.06 9.96 9.86 9.76 9.67 9.57 9.48 9.38 9.29 

 
Figure bellow presents the mask layout for the log periodic antennas array 

operating in the band [9.0-12.0 GHz]. 
The simulated input return loss of the log periodic antennas array is displayed for 

frequencies between 8.0 to 13.0 GHz in Fig. 7 (a). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Log periodic antennas array 
(a) return loss of the log periodic antennas array 

(b) computed VSWR 

 
Notice according to Fig. 7 (a) that both models are almost the same curves and 

that curve obtained by the moment’s method presents several peaks in the frequency 
band predicted in the table above. One obtained a band-width of 3200 MHz by the 
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transmission line model and 3050 MHz by the moment’s method. It is a quite broad 
band what still proves the effectiveness of the log-periodicals structure in widening 
the band-width. 

The simulated VSWR represented on the Fig. 7 (b) justified the obtained results 
by the computed return loss. 

The impedance locus of the antennas array from 8.0 to 13.0 GHz is illustrated on 
Smith's chart in Fig. 8. 

 
 

         TLM 

          MoM 

 
 
Figure 8: Smith's chart of the input impedance return losses. Frequency points given 
by start = 8.0 GHz, stop = 13.0 GHz. 

 
It is observed that the two models curves passes by the axis of 50 Ω and present 

both a null imaginary part witch mean a perfect matching at the resonant frequency. 

 
Conclusion 
In this paper several log periodic antennas arrays geometries to be employed in wide-
band applications have been designed using a flexible and computation-efficient 
transmission line model. The results so far show that the transmission line model can 
be successfully used to predict the input characteristic of the antennas array over wide 
band frequencies. Even though the model is conceptually simple, it still produces 
accurate results in a relatively short period of computing time. 

The results obtained highlighted a good agreement between the transmission line 
model and the moment’s method. 
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