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Abstract

Multimodal Biometric Fusion Using

Evolutionary Techniques

Biometrics refers to the automatic recognition of the person based on his physiological

or behavioral characteristics, such as fingerprint, face, voice, gait …etc. However, Unimodal

biometric system suffers from several limitations, such as non-universality and susceptibility

to spoof attacks. To alleviate this problems, information from different biometric sources are

combined and such systems are known as multimodal biometric systems. In this thesis, we

propose Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) as two evolutionary

techniques to combine face and voice modalities at the matching scores level. The

effectiveness of these two techniques is compared to those obtained by using a simple BFS, a

hybrid intelligent (ANFIS) and a statistical learning (SVM) fusion techniques. The well-

known Min-Max normalization technique is used to transform the individual matching scores

into a common range before the fusion can take place. The proposed schemes are

experimentally evaluated on publicly available datasets of scores (XM2VTS, TIMIT, NIST

and BANCA) and under three different data quality conditions namely, clean varied and

degraded. In order to reduce the effects of scores variations on the accuracy of biometric

systems, we use Unconstraint Cohort Normalization (UCN) mechanism to normalize the

matching scores before combining them. It is revealed in this study that by deploying such

fusion techniques, the verification error rates (EERs) can be reduced considerably, and

subjecting the scores to UCN process before combining them has resulted in reducing the

verification EERs for the single modalities as well as for multimodal biometric fusion.

Keywords: Multimodal Biometrics; face; voice; Matching Scores; Evolutionary Techniques;

optimization; hybrid intelligent; statistical learning; PSO; GA; BFS; ANFIS; SVM; Min-Max;

UCN; performance evaluation.
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Résumé

L’utilisation des Techniques évolutionnaires pour

la fusion biométrique Multimodal

La biométrie est l’identification automatique de la personne basée sur ses

caractéristiques physiologiques ou comportementales, telles que les empreintes digitales, le

visage, la voix,... etc. Cependant, Un système biométrique Unimodal souffre de certaines

limitations, telles que la non-universalité et la susceptibilité aux falsifications. Pour remédier

aux ces problèmes, des informations provenant de différentes sources biométriques sont

combinés, et de tels systèmes sont appelés les system biométrique multimodal. Dans ce

mémoire, nous proposons l’utilisation de l’algorithme d’optimisation par les essaims de

particules (OEP) et les algorithmes génétiques (AG) comme deux techniques évolutionnaires

pour combiner la modalité du visage et de la voix au niveau des scores. L’efficacité de ces

deux techniques est comparée à ceux obtenus en utilisant une simple BFS, une méthode

intelligente hybride (ANFIS) et une technique d’apprentissage statistique (SVM).

La technique de normalisation Min-Max est utilisée pour transformer les scores individuels en

même intervalle avant de les combiner. Les deux techniques proposées sont évaluées

expérimentalement sur des scores publiquement disponibles (XM2VTS, TIMIT, le NIST

et BANCA) et sous trois conditions de qualité de données à savoir, propres, variées et

dégradées. Afin de réduire l’effet de variation de scores sur l’efficacité du système

biométrique, nous utilisons un mécanisme de normalisation de cohorte sans contrainte (UCN).

Cette étude révèle que par le déploiement de telles techniques de fusion, les taux d'erreur de

vérification (EER) peuvent être réduits considérablement, et la normalisation des scores par

l’UCN avant de les combiner, a permis de réduire les EER pour les modalités individuels ainsi

que pour fusion biométrique multimodal

Mots-clés: Biométrie multimodale ; Le visage ; La voix ; scores de correspondance;

Techniques évolutionnaires ; optimisation ; intelligent hybride; apprentissage statistique ; PSO

; GA ; BFS ; ANFIS ; SVM ; Min-Max ; UCN ; évaluation des performances.
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 ملخص

البیومتریةلقیاساتادمجفي التطورتقنیاتاستخدام

أویولوجیةفیزالمصفاتھ على اعتماداالأشخاص على الآليالتعرفھي)ةالبیومتری(التحقق من الھویة

یعاني الواسطةالأحاديالھویةالتحقق مننظامإلا أن.الخ...الصوت،،الإصبع بصمةمثلالسلوكیة،

كل اھذه المشللتخفیف من حدةو.و التقلیدمحاكاةللالتعرض إمكانیة وشمولیة لا:مثلالقیودبعضمن

البیومتريالنظام ھذا ما یعرف بمختلفة، والمعلومات من مصادریتم دمج،البیومترينظامالوتعزیز أداء

و الخوارزمیات )PSO(الأمثلسرب الجسیماتترح استخدام، نقالمذكرةھذه في .المتعدد الوسائط

تتم .كتقنیتین تطوریتین لدمج وساطتي الصوت و الوجھ علي مستوى درجات التطابق)GA(الجینیة 

،)BFS(كل من تقنیة دمج بسیطة باستخدامین مع تلك التي حصلنا علیھا التقنیتمدى فعالیة ھذهمقارنة

Min-Maxتستخدم تقنیة التطبیع ).SVM(وتقنیة التعلم الإحصائي )ANFIS(ةھجین ةذكیتقنیة 

فعالیةتقییمتجریبیاً یتم .نفس المجال قبل عملیة الدمجإلىمن اجل تحویل درجات التطابق المشھورة 

,TIMIT(قواعد البیانات المتاحةبعض على المقترحةتقنیاتال XM2VTS, BANCA،NIST(وتحت

و من أجل الحد من آثار .متنوعة ومتدھورةنقیة، :يوھجودة البیاناتلمختلفظروف ثلاثة

الوسائط، قمنا بتطبیع الدرجات المتعددفي درجات التطابق علي دقة النظام البیومتري )الاختلاف(التغیر

عتماد مثل ھذه أن اقد كشفت ھذه الدراسةو).UCN(التطبیع الغیر مقیدتقنیةقبل دمجھا باستخدام

)EER(التقنیات في عملیة دمج الوسائط البیومتریة على مستوى الدرجة، یقلل من نسبة خطأ التحقق 

خطأ تخفیضدمجھا أدى كذالك إلى قبلUCNبنسبة كبیرة ، و أن إخضاع درجات التوافق إلى تقنیة 

.البیومتریةللنظام المتعدد الوسائط بالنسبةأو بالنسبة للوسائط الأحادیة التحقق سواءً 

؛ تقنیات الوجھ ؛ الصوت على مستوى الدرجة ؛دمج  ؛ ةالبیومتریالوسائط ةمتعدد:الكلمات المفتاحیة

,PSO؛ التطبیع الغیر مقید ؛ تقییم الفعالیة،تحسین ؛ ذكي ھجین ؛ تعلم إحصائي التطور ؛ ال GA,

ANFIS, SVM, BFS, Min-Max, UCN
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General Introduction

Multimodal biometric fusion using Evolutionary techniques Tlemcen University 1

General Introduction

1. Background

Nowadays, due to the expansion of the networked society, there is increasingly need

for secured and reliable personal identity verification/identification using the Automatic

means. The need for reliable, simple, flexible and secure system is a great concern and a

challenging issue for several applications that render services to only legitimately enrolled

users. Examples of such applications include sharing networked computer resources,

granting access to nuclear facilities, performing remote financial transactions

(teleshopping) and physical access control.

The traditional methods of establishing a person’s identity are already widely used in

the context of identity verification. These methods are based on something that you know

(knowledge-based security) such as passwords, which can be shared or forgotten; or

something that you have or possess (token-based security) such as keys, magnetic cards,

ID cards and PIN numbers, which can be shared, stolen, copied or lost [04].

Biometric authentication (also known as Biometrics) is the efficient means of

remedying the various problems arising from the traditional authentication means and

enhancing the security level and offering greater convenience and several advantages.

Biometric authentication [25, 74, 75] is the automatic recognition of the person based on

who you are refers to his/her physiological or what you produce refers to his/her behavioral

characteristics or features. These distinctive physiological features include face,

fingerprints, hand geometry, iris, retina, DNA etc. Behavioral characteristics are actions

carried out by a person in a unique way; they include signature, keystroke, voice etc. These

characteristics are called biometric modalities or traits.

A biometric system is basically a pattern recognition system that acquires biometrics

data from the person, extracts the most significant feature set from these data, compares

this feature set against the feature sets stored in the database, and take the final decision

based on the result of the comparison (Accept/ Reject). Thus, a typical biometric system

has four main modules, namely, sensor module, feature extraction module, a matching

module, and a database module [10].
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Generally, a biometric system has two stages of operation: enrollment and

recognition. Enrollment refers to the stage in which the system stores some biometric

reference information about the person in a database. In the recognition stage, the system

scans the user’s biometric trait, extracts features, and matches them against the reference

biometric information stored in the database. A high similarity score between the query

and the reference data results in the user being authenticated or identified [69].

It is very important to have commonly used criteria to measure the performance of

biometric systems, so that these systems could be compared, real-world performance can

be estimated, and progress could be motivated. In biometrics, performance is based on the

probability of accepting impostor users, referred to False Acceptance Rate (FAR); and the

probability of rejecting genuine users, referred to False Rejection Rate (FRR). Receiver

Operating Curve (ROC) and Detection Error Trade-off (DET) could be used for a

graphical comparison of performances between different systems. For a simple empirical

measure, the Equal Error Rate (EER) is usually used in biometrics, which refers to the

point at which FRR and FAR are identical at a given decision threshold [77].

2. Motivations

Biometric systems that use only one single biometric modality (unimodal biometric

system) often suffer from several limitations [13] such as noise in sensed data, non

universality of the biometric modality which refers to the possibility that a subset of users

do not possess the biometric trait being acquired., intra-class variations, unacceptable error

rate and the vulnerability to spoof attacks which means that it is possible for unimodal

systems to be fooled. Various researchers have recommended that no single biometric

modality can provide the protection required for high security applications [61, 62].

To overcome these problems and enhance the performance of biometric systems,

information from different biometric modalities are combined, such systems are known as

multimodal biometric systems [13]. Multimodal biometric systems integrate the evidence

presented by multiple sources.

Multimodal biometric systems can address the problem of non universality, since

multiple traits ensure sufficient population coverage. Further, multibiometric systems

could provide anti-spoofing measures by making it difficult for an intruder to

simultaneously spoof the multiple biometric traits of a legitimate user [75].
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In a multimodal biometric system, fusion can be done at three different levels, the

feature extraction level, fusion at the matching score level and the decision level [07].

Fusion at the feature extraction level combines different biometric features in the

recognition process. Score fusion matches the individual scores of different recognition

systems to obtain a multimodal score. Decision level systems perform logical operations

upon the monomodal system decisions to reach a final resolution [78]. It has been

however, reported that the most appropriate and effective approach to multimodal

biometrics is through the fusion of data at the score level [76]. Because fusing scores at

this stage allows a parallel development of each unibiometric system and offers a good

trade-off between richness of information and ease of implementation.

Since the matching scores output by the different modalities are heterogeneous, score

normalization [07, 16] is needed to transform these scores into a common domain, prior

combining them. Fusing the scores without such normalization would de-emphasize the

contribution of the matcher having a lower range of scores [77].

In this thesis, score normalization is used to convert the matching scores obtained from

different traits into the same range by using Min-Max normalization process. Furthermore,

the term score normalization is used in this thesis to enhance the scores obtained from the

degraded modalities and reduce the effects of scores variations by introducing unconstraint

cohort normalization (UCN) mechanisms into the normalized matching scores. It has been

shown in [01, 02, 18, 19] that the accuracy of multimodal biometrics can be further

enhanced if the scores from the individual modalities involved are first subjected to UCN

process.

In recent years, a noticeable amount of research has been focused on biometric fusion.

Many fusion techniques have been proposed in this field area of research. These techniques

include, Logistic regression [72], K-nearest Neighbor [72], Fuzzy Logic [50, 73],

Dempster-Shafer Theory [40], neural network [01, 71], Classification Tree [13], Linear

Discriminant Function [13], Sum Rule [13, 22, 61, 70], Support Vector Machine [11, 17,

22] Genetic Algorithms [02] and some simple combination techniques such as: Min Rule,

Max Rule and Product Rule [61, 70].
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3. Aims and objectives

The primary goal of this thesis is to determine if multimodal biometrics provide any

significant improvement in accuracy over its unimodal counterpart:

- This thesis presents investigations for enhancing the accuracy of multimodal biometric

verification system, through the introduction of Genetic Algorithm (GA) and Particle

Swarm Optimization (PSO) as two evolutionary techniques into the Score-Level fusion

of face and voice modalities.

- In order to evaluate their performances, these two evolutionary techniques are

conducted on publicly available datasets of scores (XM2VTS, TIMIT, NIST and

BANCA) and under three different data quality conditions namely, clean varied and

degraded.

- To highlight their strengths and weakness, these two evolutionary techniques are

compared to three other fusion schemes, namely, a classical method such as Brute

Force Search (BFS), a hybrid intelligent technique such as Adaptive Neuro-Fuzzy

Inference System (ANFIS) and a statistical technique such as Support Vector Machine

(SVM).

- While normalization setup is often necessary to map the individual matching scores

into common range before combining them, for this purpose, the well-known min-max

normalization technique is chosen in this study since they appear frequently in the

literature and usually attained good performance.

- This thesis also addresses the problem of variations in biometric data by subjecting the

scores into Unconstrained Cohort Normalization (UCN) process before combining

them.

4. Thesis organization

The rest of the thesis is organized as follows:

- Chapter 1 presents an overview on biometrics, describes the basic concepts of biometrics

and motivation of multimodal biometrics. By the end of this chapter the principle of multimodal

biometric fusion is illustrated, which is the field of the study of this thesis.

- Chapter 2 considers the issue of performance evaluation in biometric systems, by

presenting some state-of-the-art criteria and metrics used to evaluate the performance of a

biometric verification system.
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- Chapter 3 explores some state-of-the-art fusion schemes and describes their principle

in detail along with examples highlighting their application into the field of multimodal

biometric score-level fusion. The chapter concludes by reviewing some recent researches

carried out to date in the field area of multimodal biometric fusion.

- Chapter 4 experimentally investigates the performance of the proposed techniques,

interprets, and explains the main results obtained.

- The thesis concludes by summarizing the main findings obtained and suggesting some

guidelines and recommendations for the future work.
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1.1 Introduction

Biometrics is the science of establishing the identity of an individual based on the

physical, chemical or behavioral attributes of the person. Biometrics is used more and

more in applications of the everyday life. So with its beginnings at the end of the 19th

century the biometric data were treated manually, today, with the data processing, the

biometric systems are automated [08].

In this Chapter, we will introduce biometrics and its use for the identity verification.

We will present then the general structure of a biometric system and we will indicate the

limitations of the biometric systems which use only one modality. Finally, as a solution to

these limitations, we will present the use of multimodal biometric systems which is the

field of the study of this thesis.

1.2 Identity verification using a biometric system

The identity is a philosophical concept related to the spirit and the personality of each

individual. The identity is defined with its birth by a name and personal data (date and

birthplace, family, residence, social security number…) and it is verified more and more

during the life of an individual. In order to make safe the transactions and trips, each

person needs to declare his identity and let it to be verified on many occasions (borders,

bank account, and access to reserved places…) [08]. Biometrics is the most complete

means of identification, because it joins an identity to a natural person by means of his

physiological or behavioral characteristics.

1.2.1 The identity verification

Security applications require a user authentication. This identity verification was

done until now with the identification means related to something which one knows (what

you know), such as a passwords and other codes, or which one has (what you possess),

such as an ID card and other identity documents as it is shown in Figure 1.1. Most of the

applications combine these two means of identification as it is the case for the purchasing

cards, where we must at the same time have the card but also know the code to be able to

use it.
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But these authentication means create some problems, because they can be lost,

stolen or reproduced an also you need to remember multiple passwords and maintain

multiple authentication tokens.

On the other hand, with the biometric data it would be possible to make sure if this

person does not have already another identity by comparing her biometric data with the

whole of the data stored in the database. Hence biometrics is the efficient means of

remedying the various problems arising from the traditional authentication means and

enhancing the security level [08].

Figure 1.1: Authentication schemes,

(a) Traditional schemes use ID cards, passwords and keys.

(b) Establish an identity based on "who you are" rather than by "what you possess" or

"what you remember" [10].

1.2.2 Biometrics

Biometrics is the science of establishing the identity of a person based on ‘Who you

are’ refers to his physiological characteristics such as fingerprints, iris, or face. And ‘What

you produce’ refers to his behavioral patterns that characterize your identity such as the

voice or the signature [05]. These physiological or behavioral characteristics are called

biometric modalities. Biometrics such as we wants to use it today in the security systems

aims to make an automatic recognition [08].
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The importance of biometrics in our society has been reinforced by the need for

large-scale identity management systems whose functionality relies on the reliable

determination of an individual’s identity in the context of several different applications.

Examples of these applications include [04]:

- Sharing networked computer resources.

- Granting access to nuclear facilities.

- Performing remote financial transactions.

- Boarding a commercial flight.

- Web-based services (e.g., online banking).

- Customer service centers (e.g., credit cards).

- …etc.

Figure 1.2: Some biometrics applications.

1.2.3 Biometric characteristics

The choice of a biometric trait for a particular application depends on a variety of

issues besides its matching performance and accuracy. In theory, any human characteristic

(physiological or behavioral) can be used as a biometric identifier as long as it satisfies

these requirements [25]:
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- Universality: Every person in the population should posses the biometric modality.

- Distinctiveness: The given modality should be sufficiently different across

individuals comprising the population, it’s also known as uniqueness [04].

- Permanence: The biometric trait should be sufficiently invariant over a period of

time with respect to the matching algorithm.

- Collectability: The ability to measure the biometric quantitatively, in other words,

it should be possible to acquire and digitize the biometric traits using suitable

devices that do not cause undue troubles to the individual.

Other criteria required for practical applications include:

- Performance: The efficiency, accuracy, speed, robustness and resource

requirements of particular applications based on the biometric.

- Acceptability: Individuals in the target population that will utilize the application

should be willing to present their biometric trait to the system.

- Circumvention: The ease with which the trait of an individual can be imitated

using artifacts (e.g., fake fingers, in the case of physical traits, and mimicry, in the

case of behavioral traits).

The biometric modalities do not have all these properties, or at least have them with

different degrees. No biometrics is thus perfect or ideal, but is more or less adapted to

applications. The compromise between presence or absence of some of these properties is

done according to each application requirements, in the choice of the biometric method.

1.2.4 Biometric Modalities

Different biometric modalities have been proposed and used in various

applications. Physiological biometrics includes the ear, face, hand geometry, iris, retina,

palmprint and fingerprint. Behavioral biometrics includes voice, signature, gait or 

keystroking [05]. Examples of these traits are shown in the following sections:

1.2.4.1 Facial recognition

Facial recognition is usually thought of as the primary way in which people

recognize one another. The most popular approaches to face recognition are based on

either [04]:
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- The location and shape of facial attributes, such as the eyes, eyebrows, nose, lips,

and chin and their spatial relationships.

- The overall (global) analysis of the face image that represents a face as a weighted

combination of a number of canonical faces.

In practice, a reliable facial recognition system should automatically:

- Detect whether a face is present in the acquired image.

- Locate the face if there is one.

- Recognize the face from a general any pose and under different ambient conditions.

Figure 1.3: Face Modality.

1.2.4.2 Voice verification

Voice is a combination of physical and behavioral biometric characteristics. The

voice authentication process is based on the extraction and modeling of specific features

from speech [12]. These physical features of an individual’s voice are based on the shape

and size of the vocal tracts, mouth, nasal cavities, and lips that are used in the synthesis of

the sound.

The physical characteristics of human voice are invariant for an individual, but the

behavioral aspect of the speech changes over time due to age, medical conditions (such as

common cold), emotional state, etc. The major disadvantage of voice-based recognition

system is that speech features are sensitive to many factors such as background noise [04].

Figure 1.4: Voice Modality.
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1.2.4.3 Fingerprint recognition

Humans have used fingerprints for personal identification for many decades.

Fingerprints are one of the most mature biometric technologies used in forensic divisions

worldwide for criminal investigations [25].

A fingerprint is the pattern of ridges and valleys on the surface of a fingertip

whose formation is determined during the first seven months of fetal development. It has

been empirically determined that the fingerprints of identical twins are different and so are

the prints on each finger of the same person [04]. One main shortcoming for fingerprint

identification systems is that small injuries and burns highly affect the fingerprint [12].

Figure 1.5: Fingerprint Modality.

1.2.4.4 Hand geometry

Hand geometry recognition systems are based on a number of measurements

taken from the human hand, including its shape, size of palm, and the lengths and widths

of the fingers [10]. The technique is very simple, relatively easy to use, and inexpensive.

Environmental factors such as dry weather or individual anomalies such as dry skin do not

affect the authentication accuracy of hand geometry-based systems.

However, the geometry of the hand is not known to be very distinctive and hand

geometry-based recognition systems cannot be scaled up for systems requiring

identification of an individual from a large population [04].

Figure 1.6: Hand geometry Modality.
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1.2.4.5 Iris recognition

The iris is the annular region of the eye bounded by the pupil and the sclera

(white of the eye) on either side. The complex iris texture carries very distinctive

information useful for personal recognition. Each iris is distinctive and even the irises of

identical twins are different [10].

Iris-based systems have the lowest false match rates among all currently

available biometric methods, and are the least intrusive technique of the eye-based

biometrics. It is one of the few biometric systems, besides fingerprinting, that works well

in “identification” (one-to-many comparison) mode [48].

Figure 1.7: Iris Modality.

1.2.4.6 Keystroke dynamics

Keystroke dynamics is another early technique in which a great deal of time and

effort was invested, including by some major information technology companies [49].

Keystroke dynamics, or analysis, is also referred to as typing rhythms. It is an

automated method of analyzing the way a user types at a terminal or keyboard, examining

dynamics such as speed, pressure, total time taken to type particular words, and the time

elapsed between hitting certain keys. Specifically, keystroke analysis measures two distinct

variables: “dwell time,” which is the amount of time a person holds down a particular key,

and “flight time,” which is the amount of time it takes between keys.

This technique works by monitoring the keyboard inputs at thousands of times per

second in an attempt to identify the user by his/her habitual typing rhythm patterns [48].

1.2.4.7 Signature

The personal signature is has been accepted in government, legal, and commercial

transactions as a method of authentication. Due to the PDAs and Tablet PCs, on-line

signature may emerge as the biometric of choice in these devices. Signature is a behavioral
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Figure 1.8: Signature Modality.
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The retina is a thin layer of cells at the back of the eyeball of vertebrates. It is the

part of the eye which converts light into nervous signals.

The principle of retina biometrics captures and analyzes the patterns of blood

vessels on the thin nerve on the back of the eyeball that processes light entering through

the pupil. These blood vessels have a unique pattern, from eye to eye and person to person.

Retinal patterns are highly distinctive traits. Every eye has its own totally unique

pattern of blood vessels; even the eyes of identical twins are distinct [48]. Although each

pattern normally remains stable over a person's lifetime, it can be affected by disease such

as glaucoma, diabetes, high blood pressure, and autoimmune deficiency syndrome.

Figure 1.10: Retina Modality.

1.2.5 The structure of a biometric system

A biometric system is a pattern recognition system, which acquires the 'individual

biometric data , extracts some features from this data , compares it against one or the whole

stored in the database, and it take a decision based on the comparison results, so, a

biometric system function according to the following stages [31]:

 Enrollment: In order to access to the biometric system, the user has to be

registered. In this stage, we assign an ID, and capture an image of the specific

biometric trait. This image is then converted to a template (after the feature

extraction process).

 Storage: In this stage, the biometric template is stored on a database, an individual

workstation or portables devices for the future comparison (authentication).

 Matching: When the user (already enrolled in the database) tries to access the

system for the verification or identification task, he will introduce another

biometric sample, which is converted into a template and is then compared to the
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Figure 1.11: Biometric Enrollment.

Verification versus identification

There are several types of application which require the user’s authentication

Depending on the application context, these applications can be separate

categories which are the identity verification or identification.

Verification

In the verification mode, the system validates a person’s identity by comparing
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ification

In the identification mode, to recognize an individual

the templates of all the users in the database for a match. Therefore, the system

many comparison to establish an individual’s identity

biometric data is this?”). Identification can be used for the negative recognition

a single person from using multiple identities [04]. The identification can be used to

e services, such as controlling the access to a

restricted number of people (saved in a database) have
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systems suffer from certain limitations, and the performance of a biometric system

employing a single trait is constrained by these intrinsic factors [03]:

- Noise in sensed data: Noise in the sensed data may result from defective or

improperly maintained sensor. Ex. fingerprint image with scar, voice sample altered

by cold etc.

- Intra-class variation: Caused by an individual who is incorrectly interacting with

sensor and this will increase False Reject Rate (FRR).

- Intra-class similarities: Refers to overlapping of feature spaces corresponding to

multiple classes or individuals. This may increase the False Acceptance Rate (FAR).

- Non-universality: Biometric system may not able to acquire meaningful biometric

data from a subset of users.

- Spoof attacks: Involves the deliberate manipulation of one’s biometric traits in order

to avoid recognition. This type of attack is relevant when behavior traits are use.

1.3 Multimodal biometric systems

Biometric authentication systems that used only one biometric trait may not

accomplish the requirements of demanding applications in terms of the characteristics

described before (section 1.2.3), and the limitations of a unimodal biometric system can be

addressed by designing a system that integrates (fuse) biometric information from multiple

sources, for example, multiple traits of the same individual, such systems, known as

multimodal biometric systems [28].

Multimodal biometric system is expected to be more robust to noise, address the

problem of non-universality, improve the matching accuracy, and provide reasonable

protection against spoof attacks [07].

1.3.1 Advantages of multimodal biometric systems

Besides enhancing matching accuracy, the other advantages of multibiometric

systems over unimodal biometric systems are enumerated below [10].

(a) Non-universality: Multimodal biometric systems address the problem of non-

universality encountered by unimodal biometric systems. One example, if a subject’s

dry or cut finger prevents her from successfully enrolling into a fingerprint system,



Chapter 01 Biometric and Multimodal biometric systems

Multimodal biometric fusion using Evolutionary techniques Tlemcen University 19

then the availability of another biometric trait, say iris, can be used in the inclusion of

the individual in the biometric system.

(b) Indexing large-scale biometric databases: Multimodal biometric systems can

facilitate the filtering or indexing of large-scale biometric databases. For example, in a

bimodal system consisting of face and fingerprint, the face feature set may be used to

compute an index value for extracting a candidate list of potential identities from a

large database of subjects. The fingerprint modality can then determine the final

identity from this limited candidate list.

(c) Spoof attacks: It becomes increasingly difficult for an impostor to spoof multiple

biometric traits of a legitimately enrolled individual.

(d) Noise in sensed data: Multibiometric systems also effectively address the problem of

noisy data. When the biometric signal acquired from a single trait is corrupted with

noise, the availability of other (less noisy) traits may aid in the reliable determination

of identity. Some systems take into account the quality of the individual biometric

signals during the fusion process. This is especially important when recognition has to

take place in adverse conditions where certain biometric traits cannot be reliably

extracted. For example, in the presence of ambient acoustic noise, when an

individual’s voice characteristics cannot be accurately measured, the facial

characteristics may be used by the multibiometric system to perform authentication.

(e) Fault tolerance: A multimodal biometric system may also be viewed as a fault

tolerant system which continues to operate even when certain biometric sources

become unreliable due to sensor or software malfunction, or deliberate user

manipulation. The notion of fault tolerance is especially useful in large-scale

authentication systems involving a large number of subjects (such as a border control

application).

1.3.2 Fusion scenarios

What are the sources of information that can be considered in a multimodal

biometric system? We address this question by introducing some terminology to describe

the various scenarios that are possible to obtain multiple sources of evidence (Figure 1.14).

In the first four scenarios described below, information fusion is accomplished using a

single trait, while in the fifth scenario multiple traits are used.
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1.3.2.1 Multiple Sensors

A single biometric trait is captured using two or more sensors. For example an

infrared sensor may be used in conjunction with a visible-light sensor to acquire the

subsurface information of a person’s face.

1.3.2.2 Multiple algorithms

A single biometric input is processed with different feature extraction algorithms

in order to create templates with different information content. One example is processing

fingerprint images according to minutiae- and texture-based representations.

1.3.2.3 Multiple instances

A single biometric modality but multiple parts of the human body are used, and

are also referred to as multi-unit systems in the literature. One example is the use of

multiple fingers in fingerprint verification.

1.3.2.4 Multi-sample systems

A single sensor may be used to acquire multiple samples of the same biometric trait

in order to account for the variations that can occur in the trait, or to obtain a more

complete representation of the underlying trait. One example is the sequential use of

multiple impressions of the same finger in fingerprint verification. Similarly, a face

system, for example, may capture (and store) the frontal profile of a person's face along

with the left and right profiles in order to account for variations in the facial pose.

1.3.2.5 Multiple modalities

Multiple biometric modalities are combined. This is also known as multimodal

biometrics. These systems combine the evidence presented by different body traits for

establishing identity. For example, some of the earliest multimodal biometric systems

utilized face and voice scores to improve the identity verification of an individual [10].

Besides the above mentioned scenarios, it is also possible to use biometric traits in

conjunction with non-biometric identity tokens in order to enhance the authentication

performance.
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Figure 1.14: Fusion scenarios in multimodal biometric.

1.3.3 Different levels of fusion

Biometric system has four important modules. The sensor module acquires the

biometric data from a user via sensors; the feature extraction module processes the

acquired biometric data and extracts a feature set to represent it; the matching module

compares the extracted feature set with the stored templates using a classifier or matching

algorithm in order to generate matching scores; in the decision module the matching scores

are used either to identify an enrolled user or verify a user’s identity [07].

In a multibiometric system, fusion can be accomplished by utilizing the information

available in any of these modules. Thus, four different levels of fusion are possible: the

sensor level, the features extraction level, the matching score level, and the decision level

(Figure 1.14). Sanderson et al. [29] have classified information fusion in biometric systems

into two broad categories: pre-classification fusion and post-classification fusion. The

sensor level and the features extraction level are referred to as pre-classification fusion

while the matching score level and the decision level are referred to as post-classification

fusion.
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1.3.3.1 Pre-Classification fusion

Pre-classification fusion refers to combining information prior to the application

of any classifier or matching algorithm. This integration can take place either at the sensor

level or at the feature level.

1.3.3.1.1 Sensor Level

The raw data, acquired from sensing the same biometric characteristic with two

or more sensors, is combined. Sensor level fusion is applicable only if the multiple sources

represent samples of the same biometric trait obtained either using a single sensor or

different compatible sensors [10].

1.3.3.1.2 Feature Extraction Level

This level refers to combining different feature sets extracted from multiple

biometric sources. When the feature sets are homogeneous (e.g., multiple measurements of

a person's hand geometry), a single resultant feature vector can be calculated as a weighted

average of the individual feature vectors. When the feature sets are non-homogeneous

(e.g., features of different biometric modalities like face and hand geometry), we can

concatenate them to form a single feature vector. Concatenation is not possible when the

feature sets are incompatible (e.g., fingerprint minutiae and eigen-face coefficients) [10].

1.3.3.2 Post-Classification fusion

In the post-classification fusion the information is combined after the decisions of

the classifiers have been obtained. This integration can take place either at the matching

score level or at the decision level.

1.3.3.2.1 Matching Score Level

When each biometric system outputs a match score indicating the proximity of the

input data to a template, integration can be done at the match score level. This is also

known as fusion at the measurement level or confidence level.

The match scores output by biometric matchers contain the richest information

about the input pattern. Also, it is relatively easy to access and combine the scores

generated by the different matchers. Consequently, integration of information at the match

score level is the most common approach in multimodal biometric systems [04].
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1.3.3.2.2 Decision Level

Integration of information at the abstract or decision level can take place when

each biometric system independently makes a decision about the identity of the user (in an

identification system) or determines if the claimed identity is true or not (in a verification

system).

Figure 1.15: Fusion levels in multimodal biometrics.

It is difficult to combine information at the feature level because the feature sets

used by different biometric modalities may either be inaccessible or incompatible. Fusion

at the decision level is too rigid since limited amount of information is presented at this

level. Therefore, integration at the matching score level is generally preferred due to the

ease in accessing and combining the scores generated by different matchers, also fusing



Chapter 01 Biometric and Multimodal biometric systems

Multimodal biometric fusion using Evolutionary techniques Tlemcen University 24

information at this level is interesting because it reduces the complexity by allowing

different classifiers to be used independently of each other .

1.4 Conclusion and Summary

In this first Chapter, we have presented the field of the study of this thesis: biometrics

and multimodal biometrics. We have briefly introduced some aspects of biometrics,

including, its definition, characteristics and some biometric modalities that can be used for

the identity verification. We have defined the structure of the biometric systems and

presented some limitations of these systems when they use only one biometric modality.

Then we have presented a way to reduce the limitations of the unimodal biometric systems

while combining several biometric traits, thus leading to multimodal biometrics. The

various sources of biometric information that can be fused as well as the different levels of

fusion that are possible have been already discussed. Since the main goal of this study is

evaluating and comparing the effectiveness of multimodal biometric fusion technique

involved, the next chapter will present some state-of-the-art performance evaluation

criteria and metrics used in this dissertation.
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2.1 Introduction

As we saw in the previous chapter, biometric systems, either monomodal (single biometric

modality) or multimodal (A combination of biometric modalities) are intended to be used in

many applications. To consider the deployment of these systems in everyday life, these systems

need to be evaluated to estimate their performance in real use. According to the application

specificity, three types of evaluation were differentiated in [42] to estimate the performance of a

biometric system: technological evaluation, the evaluation of scenario and operational evaluation.

The first one test the performance of algorithmic parts of the system (features extraction,

comparison and decision) using a publicly available database (benchmark). The evaluation of

scenario tests a more complete system also including the sensors, the environment and the

population specific to the application (scenario) tested. The operational evaluation tests the

biometric system in the real conditions of use.

In this chapter, we will present some state-of-the-art criteria and methods used to evaluate the

performance of a biometric verification system, in terms of values and performance curves.

2.2 The performance evaluation

As mentioned before, there are three different types of performance evaluation, but in our

study we will concentrate on the most common one which is known as “technological”

evaluation of the biometric and multimodal biometric systems, i.e., an evaluation of their error

rates for the identity verification. There are some of the biometric systems errors that cannot be

treated because they depend on the acquisition module. These errors are impossibilities of

acquisition “failure to enroll” or “failure to acquire” by the sensor of the biometric data [08].

2.2.1 Error Rates

For the evaluation of the “algorithmic” part of the multimodal biometric system two types

of error can be detected [08]:

 Impossibility of comparison (depends on the extraction module or comparison Module):

This type of error is due to the module of treatment (extraction and comparison) which

contains in general a quality control part. If the system is unable to provide a comparison

score, then we talk about impossibility of comparison “failure to match”.
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 Classification errors (depends on the decision module and thus on the decision threshold):

There is two types of classification errors corresponding to the decisions for the two classes

(Client and Impostor) measured in different manner. They result from the none exact

correspondence between two biometric samples of a person and thus make it possible to

evaluate the level of the decision accuracy of the system. These errors of classification are

the only ones which will be really measured in the performances estimation (in terms of

error rate) of a biometric system on a multimodal database.

A fully operational biometric system makes a decision using the following decision function [06]:

(࢞)࢔࢕࢏࢙࢏ࢉࢋࡰ = ൜
࢚࢖ࢋࢉࢉࢇ (࢞)࢟ࢌ࢏ > ࣁ
࢚ࢉࢋ࢐ࢋ࢘ ࢋ࢙࢏࢝࢘ࢋࢎ࢚࢕

� (૛.૚)

where ࣁ is the decision threshold and y(x) is the output of the underlying expert system

supporting the hypothesis that the biometric sample x belongs to a client. Because of the accept-

reject outcomes, the system may make two types of errors, false acceptance (FA) and false

rejection (FR). So, biometric authentication can be considered as a detection task, involving a

trade-off between these two types of errors [05].

 False acceptance (FA): Taking place when an unauthorized or impostor user is accepted as

being a true user.

 False rejection (FR): Occurring when a client, target, genuine, or authorized user is

rejected by the system.

The normalized versions of FA and FR are often used and called False Acceptance Rate (FAR)

and False Rejection Rate (FRR) respectively.

 False Acceptance Rate (FAR): The number of False Acceptance accesses divided by the

total number of Imposters (NI) in the test database.

 False Rejection Rate (FRR): The number of False Rejection accesses divided by the total

number of Clients (NC) in the test database.

The decision error rates of the multimodal biometric verification systems (FAR and FRR) are

dependent on the decision threshold ( ࣁ ) and are given according to the threshold by:
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Figure 2.1: Illustration of the FRR and the FAR.

Some applications require a very low FAR (Identity verification), while some others do not

tolerate in a high FRR (identification on a personal computer). For these reasons, we often

calculate the performance of the biometric authentication system at several operating points (see

Section 2.3). Therefore we often calculate the performances of the systems at several operating

points, in order to be able to know the performances of the system for each type of application.

2.2.2 Threshold criterion

In the applications using the biometric identity verification system, one of the important

parameters to regulate is the decision threshold. This threshold will depend on the type of

application and the desired performances.
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To choose an optimal threshold, a threshold criterion is needed. A threshold criterion refers to

a strategy to choose a threshold to be applied on an evaluation (test) set. It is necessarily tuned on

a development (training) set [47].

It was argued [48] that the threshold should be chosen a priori as well, based on a given

criterion. This is because when a biometric system is operational, the threshold parameter has to

be fixed a priori [06].

Figure 2.2: Illustration of The EER point and the optimal Threshold.

2.2.3 Performance curves

The performance curves are used to represent and visualize the performances of the

biometric or multimodal biometric verification systems with respect to the whole range of

possible threshold values [45].

2.2.3.1 FAR vs FRR curve

This curve, sometimes called the Equal Error Graph, is the most often used by researchers

trying to understand the performance of their Verification system. It shows the evolution of both

error rates (FAR and FRR) at all thresholds (Figure 2.3). Minimizing the area under the

Crossover of the two plots is generally the goal of the researcher.

The user of a Verification System uses this curve to calculate where to set their operating

threshold. The graph will show the expected FAR and FRR at any chosen threshold [46].
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Figure 2.3: FAR vs FRR Curve.

2.2.3.2 Receiver Operating Characteristic (ROC) curve

ROC curves are a method for summarizing the performance of imperfect diagnostic,

detection, and pattern matching systems. An ROC curve plots (parametrically as a function of the

decision threshold) the rate of “false positives” (i.e. impostor attempts accepted) on the x-axis,

against the corresponding rate of “true positives” (i.e. genuine attempts accepted) on the y-axis.

ROC curves are threshold independent, allowing performance comparison of different systems

under similar conditions, or of a single system under differing conditions [33].

Figure 2.4: ROC curves.
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2.2.3.3 Detection Error Trade-off (DET) curve

In the case, a modified ROC curve known as a “detection error trade-off” curve [46] is

preferred. A DET curve plots error rates on both axes, giving uniform treatment to both types of

error. The graph can then be plotted using logarithmic axes. This spreads out the plot and

distinguishes different well-performing systems more clearly. For example the DET curve in

Figure2.5 uses the same data as the ROC curve in Figure 2.4. DET curves can be used to plot

matching error rates, false non-match rate (FRR) against false match rate (FAR) [33].

Figure 2.5: DET curves.

2.2.4 Operating Points

For the applications, we must fix a threshold at which we take the decisions of accepting

or rejecting the identity claimed. This corresponds to choosing an operating point of the system.

The mostly used operating point is Equal Error Rate (EER).

2.2.4.1 Equal Error Rate (EER)

This operating point corresponds to the threshold η where FAR(η) = FRR(η). In practice,

the scores distributions are not continuous and a crossover point might not exist. In this case

(Figure. 2(b),(c)), the EER value is computed as follows [43] :

ࡾࡱࡱ = ቐ

(૚ࣁ)ࡾࡾࡲା(૚ࣁ)ࡾ࡭ࡲ
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(૛ࣁ)ࡾࡾࡲା(૛ࣁ)ࡾ࡭ࡲ
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where
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and S is the set of thresholds used to calculate the score distributions.

Figure 2.6: FAR vs FRR curve: (a) example where EER point exists.
(b), (c) examples where EER point does not exist (estimated).

2.2.4.2 Weighted Error Rate (WER)

This operating point corresponds to the threshold where the FRR is proportional to the

FAR with a coefficient that depends on the application. The threshold of WER is equal to the

threshold of the EER when the coefficient is equal to one.

2.2.4.3 Fixed FAR

This operating point corresponds to the threshold where FAR is equal to a rate fixed by

the application (e.g. 1% or 0.1%). The performance of the system is given by the FRR value

corresponds to this fixed value.
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2.2.4.4 Fixed FRR

This operating point corresponds to the threshold where FRR is equal to a rate fixed by

the application (e.g. 1% or 0.1%). The performance of the system is given by the FAR value

corresponds to this fixed value.

2.2.5 Operating points on the DET curves

Figure 2.7 shows the four above-mentioned operating points represented on the DET

curve. The threshold point of EER is the threshold for which the two error rates FAR and FRR

are equal; it corresponds to the intersection of the curve with the diagonal for the DET curve.

On the DET curve represented in figures 2.7, three operating points are represented, WER

such as FRR = 2FAR, and the tow points FAR at FRR =0.05, and FRR at FAR= 0.05. In this

Figure (ROC), the term of the operating point is perfect sense because this is a point located on

the curve for which we can estimate the values of the error rates, FAR and FRR.

Figure 2.7: The operating points represented on a DET curve [08].

For each of these points, several values can then be estimated using FAR and FRR. The most

standard error is also called average HTER (Half Total Error Rate) which represent the average

between FAR and FRR.
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For the operating points associated with the WER (Weighted Error Rate) it is logical to use a

global (total) error value that takes into account the weighting. The WTER (Weighted Total Error

Rate) can be used as follows:

ࢃ ࡾࡱࢀ = ࢻ ∗ ࡾ࡭ࡲ + (૚− (ࢻ ∗ ࡾࡾࡲ (૛.ૡ)

In our preceding example, where we used the operating point that corresponds to FRR=2FAR,

i.e.
૚

૜
܀܀۴ =

૛
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,܀ۯ۴

For the other two operating points that correspond to the fixed values of FAR or FRR, in both

cases, the global value of the error rate was not used, but the value of the error rate is not fixed.

For example, on Figure 2.7, for the point corresponding to FAR = 0.05 we read that FRR = 0.61.

2.2.6 The choice of an operating point

The operating point that represents the choice of the threshold in the decision module

depends on the application concerned. Generally, if there is any defined application, and it is a

system performance test using on a benchmark database, most often we use the EER because it is

a fairly neutral operating point that promotes neither of the two errors.

However, when an application is predefined or when the performance goals are known, we can

use the other operating points and usually the operating points correspond to fixed values for one

of the two errors (FARR, FRR).

To adjust the optimal decision threshold, we must compromise between the comfort and

the security. Comfort corresponds to a low false rejection rate (FRR) and security corresponds to

a low false acceptance rate (FAR).

It is important to note that the decision threshold associated to a chosen operating point

will be estimated on the development database, and we set the parameters necessary for the

performance testing. For the real application the choice of this database is primordial for having a

reliable biometric system.
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2.3 Comparing biometric systems

It is insufficient to compare two or more biometric systems using only their FARs without

taking into consideration their FRRs. Because in this case, it is possible that the system with the

lower FAR has got an acceptable higher FRR. But even if the FARs and FRRs values are given,

there still exists the problem, that those values are threshold depending. Assuming that the

threshold of the system is adjustable, there is no reasonable way to decide if a system with a

higher FAR and a lower FRR perform better than a system with a lower FAR and a higher FRR

values.

The EER of a system can be used to give a threshold independent performance measure.

The lower the EER is the better is the system's performance. To get comparable results it is

necessary that the compared EERs are calculated on the same test data using the same test

protocol. For example for comparing various multimodal fusion techniques, the fusion process

must be performed on the same dataset and in the same conditions.

2.4 Summary and Conclusion

In this chapter, we presented some state -of -the-art tools and criteria used to evaluate the

reliability of the biometrics or multimodal biometric systems and compare their performances.

We have seen that there are three types of performance evaluation, namely technological

evaluation, the evaluation of scenario and operational evaluation. But this chapter was

accentuated on the technological one, which evaluates the biometric systems according to their

error rates for the identity verification. It was shown that, FAR and FRR are the two well-known

errors that can be used to calculate the operating points necessary for defining a decision

threshold, this threshold is then used to decide if the person claimed is a client or impostor. To

visualize the performance of the biometric system, three well-known curves were presented

namely ROC, DET and FAR vs FRR curves.

All these tools and criteria will be used in the last chapters, first to investigate the

performance of each fusion methods involved, then to make a comparative study between these

methods. Since score level fusion is commonly preferred in the literature, the next chapter will

focus on this level of fusion by highlighting some fusion techniques involved in this study and

some recent works carried out to date in this field area of research.
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3.1 Introduction

In the first chapter, we’ve already seen that in a multimodal biometric system,

information fusion can be done at four different levels, and it was shown that integration at

the matching score level is generally preferred and mostly used.

Scores level fusion can be divided into two distinct categories. In the first approach

the fusion is viewed as a classification problem, while in the second approach it is viewed

as a combination problem [07]. In this chapter we will give an overview on some

classification and combination approach based techniques used in multimodal biometric

score level fusion.

For the combination approach, we will introduce some evolutionary techniques

along with simple ones. For the classification approach we will introduce a hybrid

intelligent method and a statistical learning one.

Since the matching scores resulted from the various modalities are heterogeneous,

score normalization is needed to convert them into the same nature, prior to combining

them, so some well-known scores normalization methods will be also introduced in this

chapter, and the principle of the UCN normalization process will be also discussed and

illustrated.

By the end of this chapter, we will provide a review of the outcomes of some recent

works and investigations carried out to date in the field of multimodal biometric fusion.

3.2 Score Normalization

Since the matching scores output by the various modalities are diverse, score

normalization is needed to transform these scores into a common domain, prior to

combining them. For example, one matcher may produce a distance (dissimilarity)

measure while another may produce a proximity (similarity) measure; as a result, the

matching scores at the output of the matchers may follow different statistical distributions.

Consequently, score normalization is essential to transform the scores of the individual

matchers into a common range. Score normalization is a critical part in the design of a

combination scheme for score level fusion. Score normalization consists of changing both

the location and scale parameters of the scores distribution, so that the scores of different

classifiers are mapped into a common domain [07].
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3.2.1 Scores Normalization Techniques

According to the literature, there are various well-known range-normalization

techniques, namely (but not limited to), Min-Max, Z-score, Tanh, Median-MAD, Double-

sigmoid, Decimal Scaling Normalization. Min-Max and Z-score (in most cases) have

shown to be amongst the most effective and widely used methods for the scores

normalization. For a good normalization scheme, the estimates of the location and scale

parameters of the matching score distribution must be robust and efficient. Robustness

refers to insensitivity to the presence of outliers. Efficiency refers to the closeness of the

obtained estimate to the optimal estimate when the distribution of the data is known.

Unconstrained Cohort Normalization (UCN) is an adapted normalization technique that

aims to reduce the effect of data degradation on the matching scores.

3.2.1.1 Min-Max Normalization (MM)

Min-max normalization technique performs linear transformation on the data so

does not change the initial distribution type. It is used when the maximum and minimum

values of the data produced by the classifiers are known. Each data point is normalized

using the following transformation [41]:

݊ =
−ݏ ݉ ݅݊ ( )ܵ

)ݔܽ݉ )ܵ − ݉ ݅݊ ( )ܵ
(૜.૚)

where, n is the normalized score, min(S) and max(S) are the minimum and maximum

values of the scores dataset.

This method retains the statistical distribution and only scales and transforms the data into

a common numerical range between [0, 1]. It performs best for Gaussian distributions.

Min-Max normalization method is not robust (i.e., the method is sensitive to

outliers), because the minimum and the maximum scores are estimated using the training

dataset, so they are fixed, consequently, there is a risk of overflow of data in the

operational phase of the system if one of the testing dataset scores exceeds the maximum,

consequently, we may obtain some negatives values [16].

3.2.1.2 Z-score Normalization (ZS)

Z-score normalization technique uses the arithmetic mean and standard deviation

of the training data, the z-score normalized method is given by:
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݊ =
−ݏ ݉ ݁ܽ (݊ )ܵ

ݐ݀ݏ ( )ܵ
(૜.૛)

where ࢓ ()࢔ࢇࢋ is the arithmetic mean and is()ࢊ࢚࢙ the standard deviation of the given data.

However, both mean and standard deviation are sensitive to outliers and hence, this

method is not robust. Z-score normalization does not guarantee a common numerical range

for the normalized scores of the different matchers [10].

3.2.1.3 Tanh (TH)

The tanh-estimators are robust and highly efficient normalization method, it maps

the raw scores to the [0, 1] range, the tanh normalization is given by:

݊=
1

2
ቈܽݐ ℎ݊ቆ0.01

−ݏ) ݉ ݁ܽ (݊ )ܵ)

ݐ݀ݏ ( )ܵ
ቇ+ 1቉ (૜.૜)

The Tanh normalization method is not sensitive to outliers,

3.2.1.4 Double sigmoid

The double sigmoid function used in [38], to normalize scores in a multimodal

biometric system that combines different fingerprint classifiers. The normalized scores are

given by the following function:

݊ =

⎩
⎪⎪
⎨

⎪⎪
⎧

1

1 + 2ቆቀ−)݌ݔ݁
௦ି ௠

௦భ
ቁቇ

if >ݏ ݉ .

1

1 + ቆቀ݌ݔ݁
௦ି ௠

௦మ
ቁቇ

ℎݐܱ ݓݎ݁ ݏ݅݁ .

� (૜.૝)

where m is the reference operating point and s1 and s2 denote the left and right edges of the

region in which the function is linear, i.e., the double sigmoid function exhibits linear

characteristics in the interval (݉  − ,ଵݏ  ݉  − .(ଶݏ 

Figure 3.1 shows an example of the double sigmoid normalization, where the scores in the

[0, 300] range are mapped to the [0, 1] range using m = 200, s1 = 20 and s2 = 30.



Chapter 03 Multimodal biometrics fusion techniques

Multimodal biometric fusion using Evolutionary techniques Tlemcen University 40

Figure 3.1: Double sigmoid normalization.

This scheme transforms the scores into the [0, 1] interval. But, it requires careful tuning of

the parameters m, s1, s2 to obtain good efficiency.

3.2.1.5 Decimal Scaling Normalization

Decimal scaling can be applied when the scores of different matchers are on a

logarithmic scale. For example, if one matcher has scores in the range [0, 1] and the other

has scores in the range [0, 1000], the following normalization could be applied.

݊ =
ݏ

10௠
(૜.૞)

where m = log10 max (s). The problems with this approach are lack of robustness and the

assumption that the scores of different matchers vary by a logarithmic factor.

3.2.1.6 Median and median absolute deviation (MAD)normalization

The normalized scores using median and MAD is given by the following equation:

݊ =
−ݏ ݉ ݁݀ ݅ܽ ݊

ܯ ܦܣ
(૜.૟)

where MAD = median(|s − median|). 
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These normalization techniques are insensitive to outliers and the points in the

extreme tails of the distribution. It have a low efficiency compared to the mean and the

standard deviation estimators, i.e., when the score distribution is not Gaussian, median and

MAD are poor estimates of the location and scale parameters[07].

Finally, it can be concluded that the min-max, decimal scaling and z-score

normalization schemes are efficient, but are not robust to outliers. On the other hand, the

median normalization scheme is robust but inefficient. Only the double sigmoid and tanh-

estimators have both the desired characteristics, namely robustness and efficiency.

3.2.1.7 Unconstrained Cohort Normalization (UCN)

Biometric data variations are considered as one of the main problems in

multimodal fusion. Such variations are reflected in the corresponding biometric scores, and

can badly influence the overall effectiveness and accuracy of biometric recognition. These

variations can arise due to non ideal capturing condition such background noise. Another

aspect of difficulty in multimodal biometrics is the lack of information about the relative

variation in the different types of biometric data [26].

To tackle this problem of data variation, recently, there have been considerable

investigations into the enhancement of the accuracy and the robustness of multimodal

biometrics, through the introduction of UCN into the field [18, 19]. Whilst this score

normalization scheme has been widely used in voice biometrics [39], UCN can be very

useful to separate the genuine scores from the impostors’ scores.

UCN provides a useful means for appropriately adjusting the individual biometric

scores for a client, without any prior knowledge of the level of degradation of each

biometric data type involved. Another motivation for using UCN in multimodal biometrics

is that it facilitates the suppression of the individual biometric scores for impostors in

relation to those for the clients [18].

As described in [19], given a test token of certain biometrics type, the normalized matching

score provided through UCN can be expressed as:

(ܺ௙ ௦⁄ ) = ݈݃݋ ௙)ܶߩ ௦⁄ ) −
1

ܥ
෍ logܿߩ(௙ ௦⁄ )

஼

௖ୀଵ
(૜.ૠ)

where f and s denote the biometrics type (face and speech), ࢌ)ࢄ ⁄࢙ ) is the normalized score

for face or speech modality, ࢌ)ࢀ࣋ ⁄࢙ ) is the score for the target model, ࢌ)ࢉ࣋ ⁄࢙ )are the scores



Chapter 03 Multimodal biometrics fusion techniques

Multimodal biometric fusion using Evolutionary techniques Tlemcen University 42

obtained for a set of competing models, and C is the number of competing models

considered. These competing models are selected dynamically from a group of background

models, based on their closeness to the test token.

Figure 3.2 illustrate the concept of deploying UCN in a multimodal biometric recognition

system.

Figure 3.2: Unconstrained cohort normalization (UCN) of scores from the individual

biometric modalities [26].

3.3 Multimodal biometric score level fusion techniques

Score level fusion, also denoted as measurement or confidence level fusion [05],

refers to the use of fusion techniques to combine the matching scores provided by the

different classifiers.

In the context of the identity verification or identification, score level fusion can be

categorized into two approaches. In the first approach the fusion is viewed as a

classification problem, where the individual matching scores are normalized into the same

range and then combined to generate a single scalar score (fused score) which is then used

to make the final decision [07]. While in the second approach the fusion is viewed as a
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combination problem, where a feature vector is constructed using the matching scores

output by the individual matchers; this feature vector is then classified into one of two

classes: “Accept” (genuine user) or “Reject” (impostor user) [05].

In our study, the comparative study between two state-of-the-art evolutionary

techniques tools along with some classical and hybrid intelligent techniques, leads us to

categorize the fusion techniques into four categories, namely Simple, evolutionary, hybrid

intelligent and statistical learning approach.

For all techniques presented in this chapter, we note by ࢓࢔
࢏ the normalized score

provided by the ࢓ ࢎ࢚ classifier at the ࢎ࢚࢏ test, and by ࢏ࢌ the fused score.

3.3.1 Simple Approach

In this approach many state-of-the-art techniques have been investigated into the

matching scores fusion, namely, and not limited to: Product rule, Sum rule, Majority

voting rule, Min rule, Max rule and Brute force search (BFS).

3.3.1.1 Product Rule

This fusion technique computes the fused score by multiplying the scores for all

modalities involved. It is mathematically defined as:

=࢏ࢌ ෑ ࢓࢔

ࡹ

࢓ ୀ૚

(૜.ૡ)

3.3.1.2 Sum Rule

Using this technique the fused score is computed by adding the scores for all

modalities involved. The computation here is defined as:

=࢏ࢌ ෍ ࢓࢔

ࡹ

࢓ ୀ૚

(૜.ૢ)

3.3.1.3 Maximum Rule

Maximum rule method selects the score having the largest value amongst the

modalities involved. It is defined mathematically as:

=࢏ࢌ ܕ ܑܖ൫ܠ܉
૚ ܑܖ,

૛ , … ܑܖ,
ܑ∀    ൯ۻ (૜.૚૙)
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3.3.1.4 Minimum Rule

Minimum rule method selects the score having the least value amongst the

modalities involved. It is defined mathematically as:

=࢏ࢌ ܕ ܖܑ ൫ܑܖ
૚ ܑܖ,

૛ , … ܑܖ,
ܑ∀    ൯ۻ (૜.૚૚)

3.3.1.5 Brute Force Search BFS

Brute Force Search or exhaustive search, also known as generate and test, is a

trivial but very general problem-solving technique that consists of systematically

enumerating all possible candidates for the solution and checking whether each candidate

satisfies the problem's statement [55], until it finds one that is acceptable or until a pre-set

maximum number of attempts or a stopping criteria (the search interval).

3.3.1.5.1 Advantage and disadvantage of BFS

BFS is an exhaustive search algorithm. It is simple to implement. And it can be

applied to any search problem.

Another advantage of BFS algorithm is its capability to test all the possible

solutions by exploring the whole search interval, hence, if there is an optimal solution in

this interval, BFS will definitely find it out.

One of the drawbacks of BFS algorithm that it is a behind search, it spends lots of

time to explore the whole search interval even if the optimal solution is already found, and

especially if the search space is large.

3.3.1.5.2 Brute Force Search for Multimodal biometric scores fusion

In this method, weights are calculated heuristically using exhaustive search and

assigned to the modalities involved in the fusion scheme. This fusion technique can be

only used in the case of having two matcher types [02]. This technique can be formulated

with the following equation:

=ࢌ ܟ ∗ ૚ܖ + (૚− ܟ ) ∗ ૛ܖ (૜.૚૛)

where f is the fused score.

:૛࢔,૚࢔ are the normalized scores of the tow matchers involved.
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࢝ : is a weighting factor in the interval [0, 1]. The weight (w) is calculated heuristically, by

exhaustive search in order to obtain the tow weights that minimize the Equal Error Rate

(EER) on the development data.

3.3.2 Evolutionary approach

This section presents some evolutionary techniques for multimodal biometric score

level fusion. These techniques are employed to determine the optimal fusion strategy and

the corresponding fusion parameters, various evolutionary methods has been discussed in

the literature, namely and not limited to, Genetic Algorithms (GA) and Particle swarm

optimization (PSO).

3.3.2.1 Genetic Algorithms

Genetic algorithms (GAs) were invented by John Holland in the 1960s and were

developed by Holland and his students and colleagues at the University of Michigan in the

1960s and the 1970s. Holland presented the genetic algorithm as an abstraction of

biological evolution and gave a theoretical framework for adaptation under the GA [24].

Using the genetic algorithms, the problem solutions should be represented as genomes (or

chromosomes).

3.3.2.1.1 GA Operators

The Genetic Algorithms create a population of solutions and apply genetic

(biological-like) operators such as [01]:

 Reproduction: Generates a population of candidates (chromosomes) in some region

of the space; i.e. exploration.

 Crossover: This operator randomly chooses a locus and exchanges the subsequences

before and after that locus between two chromosomes to create two offspring for the

next generation.

 Mutation: Simulate small random variation of the genotype. Mutation can occur

with some probability, usually very small (e.g., 0.001).

 Selection: According to the fitness function, this operator selects chromosomes for

reproduction. The fitter is the chromosome, the more times it is likely to be selected

to be reproduced.

Each chromosome in a GA population can be thought of as a point in the search space of

candidate solutions. The GA processes populations of chromosomes, successively

replacing one such population with another [24].
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The GA requires a fitness (Cost or Objective) function that assigns a score (fitness) to

each chromosome in the current population. The fitness of a chromosome depends on how

well that chromosome solves the problem.

Figure 3.3: Genetic Algorithm Flowchart.

3.3.2.1.2 Advantages and disadvantages of GAs

GA has a number of advantages:

- It can quickly scan a vast solution set.

- For an optimization problem, Genetic Algorithms are capable to find the global

optimum solution in a multi-dimensional space without worrying about local

minima.

GA has some drawbacks too:

- The major disadvantage of GA is that the algorithm uses a very large amount of

processing time [64].

3.3.2.1.3 Genetic Algorithms for Multimodal biometric scores fusion

The algorithm starts with generating an initial population of chromosomes

(weights) ࢃ ࢏
૙ = (૛࢝,૚࢝) , which are used to calculate the fused score ( f) such as [01]:
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݂= ଵݓ ∗ ଵ݊ + ଶݓ ∗ ଶ݊ (૜.૚૜)

where ૛࢔,૚࢔ : are the normalized scores of the tow matchers involved.

࢝ : is a weighting factor in the interval [0, 1].

For each chromosomes candidate ࢃ ࢏ , we calculate the fitness function EER (f), and then

select the best individuals ࢃ ࢏
૙ for which EER (f) are minimal. The reproduction (mutation

and cross-over) will be performed on these individuals. At this step a new population i of

chromosomes ࢃ ࢏
࢐

is created for the next generation j;

where : i=1…N, Nis the population size.

j=1…M, M is the maximum number of generations.

GA Algorithm

Begin

 Generate random population of chromosomes (weights) ࢃ ࢏
૙ = (૛࢝,૚࢝) ;

 Compute fused scoresࢌ= ૚࢝ ∗ ૚࢔ + ૛࢝ ∗ ;૛࢔
 Compute and evaluate the Fitness Function EER (f) for each individual ࢃ ࢏

૙

For i=1 to M do // M is the maximum number of generations.

Begin

 Select some individuals ࢃ ࢏
૙ for reproduction // according to fitness function.

 Perform crossover // with a crossover probability.
 Perform Mutation // with a mutation probability.
 Accept new generation // according to fitness function.

End.
End.

3.3.2.2 Particle Swarm Optimization (PSO)

Particle swarm optimization is a population based evolutionary algorithm proposed

by Doctor Kennedy and Eberhart in 1995, which is based on swarm intelligence [20]. It

was inspired by social behavior of flocks of birds when they are searching for food. In

PSO, the potential solutions, called particles, fly through the problem space exploring for

better regions [17].
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Due to its simplicity and easy implementation, the PSO algorithm can be used

widely in the fields such as function optimization, the model classification, machine

learning, neutral network training, the signal processing, vague system control, automatic

adaptation control, etc. [20].

3.3.2.2.1 Principle of Particle Swarm Optimization Algorithm

PSO is a stochastic, population based optimization technique aiming at finding a

solution to an optimization problem in a search space. Each candidate solution is therefore

modeled by particle in a search space. Each particle adjusts its trajectory by making use of

its individual memory and of the knowledge gained by its neighbors to find the best

solution. Each particle tests a possible solution to the multidimensional problem as it

moves through the problem space. The movement of the particles is influenced by two

factors: the particle's best solution (pbest) and the global best solution found by all the

particles (gbest) [21]. The particle interacts with all the neighbors and stores in its memory

optimal location information.

After each iteration the pbest and gbest are updated if a more optimal solution is found by

the particle or population, respectively. This process is continued iteratively until either the

optimal result or the stopping criterion is achieved.

Each particle in the D-dimensional space is defined as:

ܺ௠ = ௠ݔ) ଵ,ݔ௠ ଶ,ݔ௠ ଷ, ௠ݔ… ஽) (૜.૚૝)

Where the m represents the particle number and the D is the space dimension.

The memory of the previous best position is represented as:

௠ܲ = ( ௠ܲ ଵ, ௠ܲ ଶ, ௠ܲ ଷ, … ௠ܲ ஽) (૜.૚૞)

The velocity along each dimension is represented as:

௠ܸ = ( ௠ܸ ଵ, ௠ܸ ଶ, ௠ܸ ଷ, … ௠ܸ ସ) (૜.૚૟)

After each iteration, the velocity is updated. The particle's movement is influenced by its

own position ࢓ࡼ , as well as its global position .ࢍࡼ

The velocity can be represented by the following equation:
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௜ܸௗ
௡௘௪ = ݓ ∗ ௠ܸ ௗ

௢௟ௗ + ଵܿ ∗ ݎܽ ݊ ଵ݀( ) ∗ ൫ܾ݌ ௠ݐݏ݁ ௗ − ܺ௠ ௗ
௢௟ௗ൯+ ଶܿ ∗ ݎܽ ݊ ଶ݀( ) ∗  ൫݃ ܾ݁ ௠ݐݏ ௗ − ܺ௠ ௗ

௢௟ௗ൯

The position is updated using the following equation:

ܺ௜ௗ
௡௘௪ = ܺ௜ௗ

௢௟ௗ + ௜ܸௗ
௡௘௪ (૜.૚ૡ)

Where w is the inertia weight, optimizing the choice of inertia weights provides a balance

between global and local exploration and exploitation, and results in less iteration on

average to find sufficiently optimal solution [27].

,૚ࢉ ૚ࢉ : The acceleration constants that represent the weighting of the stochastic

acceleration terms that pull each particle toward pbest and gbest position, early experience

led to set the constant ૛ࢉ=૚ࢉ =2.0 for almost all applications[27].

)૚ࢊ࢔ࢇ࢘ ), )૛ࢊ࢔ࢇ࢘ ): Random numbers between (0, 1).

Figure 3.5: Illustrating the velocity updating scheme of basic PSO.

PSO Algorithm

1. Initialize

(a) Set constants ࢝ , .૛࡯,૚࡯

(b) Randomly initialize particle positions ૙࢞
࢏ ࡰࣕ ࢔ℝ ࢔࢏

(c) Randomly initialize particle velocities ૙ ≤ ૙࢜
࢏ ≤ ૙࢜

࢓ ࢞ࢇ

(d) Set k=1

2. Optimize

(a) Evaluate Fitness function value ࢑ࢌ
࢏ using design space coordinates ࢑࢞

࢏ .

(b) If࢑ࢌ
࢏  ≤ ࢚࢙ࢋ࢈ࢌ 

࢏ then ࢚࢙ࢋ࢈ࢌ
࢏ = ࢑ࢌ

࢏ , च ࢑
࢏ = ࢑࢞

࢏ .

(c) If ࢑ࢌ
࢏  ≤ ࢚࢙ࢋ࢈ࢌ 

ࢍ
then࢚࢙ࢋ࢈ࢌ

ࢍ
= ࢑ࢌ

च,࢏ ࢑
ࢍ

= ࢑࢞
.࢏

(d) If stopping condition is satisfied then goto 3.

(e) Update all particles velocities ࢑࢜
for࢏ i=1,….,P

(3.17)
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(f) Update all particles positions ढ ࢑
for࢏ i= I,…,P

(g) Increment k

(h) Goto 2(a)

3. Terminate

3.3.2.2.2 Advantages and Disadvantages of the Basic PSO Algorithm [20]

 Advantages:

- The main advantage of PSO is the fast convergence [62].

- PSO have no overlapping and mutation calculation. The search can be carried out by

the speed of the particle. During the development of several generations, only the

most optimist particle can transmit information onto the other particles, and the speed

of the researching is very fast.

- PSO is easy to implement and there are few parameters to adjust.

- Other advantages of PSO are that PSO is rapidly converging towards an

optimum, simple to compute, easy to implement and free from the complex

computation in genetic algorithm (e.g., coding/decoding, crossover and mutation)

[64].

 Disadvantages

- The method easily suffers from the partial optimism, which causes the less exact

at the regulation of its speed and the direction.

- The main disadvantage of the gbest topology is that it is unable to explore

multiple optimal regions simultaneously [62].

- PSO sometimes is easy to be trapped in local optima, and the convergence rate

decreased considerably in the later period of evolution; when reaching a near optimal

solution, the algorithm stops optimizing, and thus the accuracy the algorithm can

achieve is limited [64].

- PSO algorithms operate by the notion of following a leader to scan the search-

space. This movement of following certain particles of a population can become a

disadvantage in problems where there are many local optimal fronts [65].
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Figure 3.6: Particle swarm optimization flowchart.

3.3.2.2.3 Multimodal biometric scores fusion using PSO

The PSO is employed to dynamically select the appropriate or the optimal

weights (ଶݓ,ଶݓ) necessary to minimize the fitness function (EER of the fused score).

The performance of each particle is measured using a predefined fitness function,

which is related to the problem to be solved.

3.3.3 Hybrid Intelligent Approach

A hybrid intelligent system is one that combines at least two intelligent

technologies, for example, combining a neural network with a fuzzy system results in a

hybrid Neuro-fuzzy Inference System, which also called Adaptive Neuro-Fuzzy Inference

System (ANFIS), which is one of the promising and powerful machine learning technique.

In this section we will illustrate the principle of ANFIS classifier and its use as a

matching scores level fusion in a multimodal biometric system.

Start

Initialize particles with random position and velocity

For each particle’s position (p)

evaluate the fitness function

If fitness(p) is better than

fitness(pbest) then pbest=p

Set best of pbests as gbest

Update the particle velocity and positions

Stop: Giving gbest and optimal solution.
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3.3.3.1 Adaptive Neuro-Fuzzy Systems

ANFIS stands for "Adaptive Neuro-Fuzzy Inference Systems", as originally

proposed in [30], ANFIS is a fuzzy inference system implemented in the framework of

adaptive networks. By using a hybrid learning procedure, ANFIS can construct an input-

output mapping based on both human knowledge (in the form of fuzzy if-then rules) and

stipulated input-output data pairs. ANFIS is a fuzzy system that uses a learning algorithm

derived from or inspired by neural network theory to determine its parameters (fuzzy sets

and fuzzy rules) by processing data samples.

The performance of this method is like both ANN and FL. In both ANN and FL

case, the input pass through the input layer (by input membership function) and the output

could be seen in output layer (by output membership functions). Therefore, ANFIS uses

either backpropagation or a combination of least squares estimation and backpropagation

for membership function parameter estimation [30].

The advantages of FL for grade estimation is clear because it prepare a powerful tool

that is flexible and in lack of data with its ability which is if-then rules would able to solve

the problems. One of the biggest problems in FL application is the shape and location of

membership function for each fuzzy variable which solve by trial and error method only.

In contrast, numerical computation and learning are the advantages of neural network,

however, it is not easy to obtain the optimal structure (number of hidden layer and number

of neuron in each hidden layer, momentum rate and size) of constructed neural network

and also this kind of artificial intelligent is more based on numerical computation rather

that than symbolic computation [23].

Both FL and NN have their advantages, therefore, it is good idea to combine their

ability and make a strong tool and also a tool which improve their weakness as well as lead

to least error. Jang [30] combined both FL and NN to produce a powerful processing tool

named NFSs which is a powerful tool that has both NN and FL advantages.

3.3.3.1.1 ANFIS Architecture

We assume the fuzzy inference system under consideration has two inputs x and

y and one output z. Suppose that the rule base contains two fuzzy if-then rules of Takagi

and Sugeno’s type.

Rule 1:

If ݔ is Aଵ and ݕ is Bଵ , then ଵ݂ = +ݔଵ݌ +ݕଵݍ ଵݎ (૜.૚ૢ)
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Rule 2:

If ݔ is Aଶ and ݕ is Bଶ , then ଶ݂ = +ݔଶ݌ +ݕଶݍ ଶݎ (૜.૛૙)

Figure 3.4(a) illustrates the reasoning mechanism for the Sugeno model. The

corresponding equivalent ANFIS architecture is shown in Figure 3.4(b). In this diagram,

the output of the ࢎ࢚࢏ node in layer 1 is denoted as ࢏ࡻ
૚ .

Figure 3.4: (a) Type-3 fuzzy reasoning. (b) Equivalent ANFIS (type-3 ANFIS).

- Layer 1(fuzzification layer):

Every node i in the layer 1 is an adaptive node. The outputs of layer 1 are the fuzzy

membership grade of the inputs, which are given by:

ܱ௜
ଵ = (ݔ)௜ܣߤ with ݅= 1,2 (૜.૛૚)

ܱ௜
ଵ = ௜ିܤߤ ଶ(ݕ) with ݅= 3,4 (૜.૛૛)

 x, y : the inputs to node i.

 :࢏࡮,࢏࡭ the linguistic labels (small, large, etc.) associated with this node function.

 and(࢞)࢏࡭ࣆ ି࢏࡮ࣆ ૛(࢞): any appropriate parameterized membership functions.

 ࢏ࡻ
૚ : the membership grade of a fuzzy set , and it specifies the degree to which the

given input x satisfies the quantifier ࢏࡭ .
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Usually we choose (࢞)࢏࡭ࣆ to be bell-shaped with maximum equal to 1 and minimum

equal to 0, such as [30] :

(ݔ)௜ܣߤ =
ଵ

ଵାቈ൬
ೣష೎೔
ೌ೔

൰
మ

቉

್೔
(૜.૛૜)

Or

(ݔ)௜ܣߤ = ݌ݔ݁ ൝ − ቈ൬
−ݔ ௜ܿ

௜ܽ
൰
ଶ

቉

௕೔

ൡ (૜.૛૝)

Where {࢏ࢉ,࢏࢈,࢏ࢇ} is the parameter set. As the values of these parameters change, the

bell-shaped functions vary accordingly, thus exhibiting various forms of membership

functions on linguistic label .࢏࡭

- Layer 2 (product layer):

Every node i in the layer 2 is a fixed node labeled મwhose output is the product of all the

incoming signals, which can be represented as:

ܱ௜
ଶ = =௜ݓ (ݔ)௜ܣߤ x (ݕ)௜ܤߤ ݓ =ℎ݅ݐ݅ 1,2 (૜.૛૞)

Each node output represents the firing strength of a fuzzy control rule.

- Layer 3 (normalization layer):

Every node i in the layer 3 is a fixed node labeled M. The ith node calculates the ratio of

the ith rule’s firing strength to the sum of all rules’ firing strengths:

=௜ݓ
௜ݓ

ଵݓ + ଶݓ
, ݓ =݅ ℎݐ݅ 1,2 (૜.૛૟)

For convenience, outputs of this layer will be called normalized firing strengths.

 Layer 4 (defuzzification layer) :

Every node i in the layer 4 is an adaptive node. The output of each node in this layer is

simply the product of the normalized firing strength and a first order polynomial.

ܱ௜
ସ = ௜ݓ ௜݂= +ݔ௜݌)௜ݓ +ݕ௜ݍ (௜ݎ (૜.૛ૠ)
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Where ࢏࢝ is the output of layer 3, and{࢏࢘,࢏ࢗ,࢏࢖}is the parameter set. Parameters in this

layer will be referred to as consequent parameters.

 Layer5 (summation or total output neuron):

Every node 1 in the layer 5 is a fixed node labeled ઱, which computes the total output as

the summation of all incoming signals.

ܱ௜
ହ = ݒ݁݋ ݎܽ ݈݈ =ݐݑ݌ݐݑ݋ ෍ ௜ݓ

ଶ

௜ୀଵ
௜݂=

∑ ௜݂ݓ ௜
ଶ
௜ୀଵ

∑ ௜ݓ
ଶ
௜ୀଵ

(૜.૛ૡ)

3.3.3.1.2 Learning algorithm of ANFIS

Using the gradient method to identify the parameters in an ANFIS is generally

slow and likely to become trapped in local minima. In [30] hybrid learning rule, which

combines the gradient method and the least squares estimate (LSE) for the estimation of

the premise and consequent parameters, was proposed.

From the type-3 ANFIS architecture (Figure 3.4), it is observed that given the values of

premise parameters, the overall output can be expressed as linear combinations of the

consequent parameters.

 In the forward pass of the hybrid learning algorithm, functional signals go forward

till layer 4 and the consequent parameters are identified by the least squares estimate.

 In the backward pass, the error rates propagate backward and the premise parameters

are updated by the gradient descent. Table 3.1 summarizes the activities in each pass.

--- Forward pass Backward pass

Premise parameters Fixed Gradient descent

Consequent parameters Least squares estimate Fixed

Signals Node outputs Error rates

Table 3.1: Tow passes in the hybrid learning procedure for ANFIS.

The details of the hybrid learning procedure that is used in an ANFIS are given in [30, 32].
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3.3.3.1.3 Advantages and disadvantages of ANFIS algorithm

 Advantages:

- ANFIS permits the usage of neural network topology together with fuzzy logic and

uses the advantages of both methods [79].

- Since ANFIS combines both neural network and fuzzy logic. It is a very powerful

approach for building complex and nonlinear relationship between a set of input and

output data.

 Disadvantages:

- One of the problems with the ANFIS design is that a large amount of training data

might be required to develop an accurate system, depending always on the research

study.

- The efficiency of the ANFIS approach depends on the estimated parameters of

premise and consequent parts. Moreover, the membership functions associated with

each input and output node cannot be adjusted; only the values of the rules can be

[79].

3.3.3.1.4 ANFIS for Multimodal biometric scores fusion

The fuzzy inference system generated by the ANFIS can be used to determine the

final result of the biometric system (Genuine/Imposter), where the matching scores

correspond to face and voice modalities were used as input data, and as out, the final fused

score is obtained to make the final decision ( tow classes classification),

3.3.4 Statistical approach

In this section we will present Support Vector Machine (SVM) as one of the

powerful techniques introduced to the field of Statistical Learning Theory and its

application in the area of multimodal biometric score level fusion.

3.3.4.1 Support Vector Machine (SVM)

In the problem of binary classification, the goal of Statistical Learning Theory is to

separate the two classes by a function induced from available examples (training set).

Classical learning approaches are designed to minimize the so-called empirical risk (i.e.

error on the training set) and therefore follow the Empirical Risk Minimization (ERM)

principle. Neural Nets are the most common example of ERM. The SVM on the other hand

is based on the principle of Structural Risk Minimization (SRM) which states that better
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generalization abilities (i.e. performances on unknown test data) are achieved through a

minimization of the upper bound of the generalization error [34, 35].

In this section, we will introduce SVM for decision fusion in three steps. First we

will show how a simple classifier (Optimal Separating Hyperplane) is used to generate a

linear separating surface for linearly separable data. This principle is then generalized for

non-linearly separable data. Finally we will generalize this to the case of a non-linear

separating surface (non-linear SVM).

3.3.4.1.1 Linear Support Vector Machines for Linearly Separable Case:

The basic idea of the SVMs is to construct a hyperplane as the decision plane,

which separates the positive (+1) and negative (-1) classes with the largest margin, which

is related to minimizing the VC dimension of SVM.

It is the simplest case of SVM: linear machines trained on linearly separable data.

Therefore consider the problem of separating a set of training data ऎ a set of n points of

the form:

ऎ = {(࢏࢟,࢏ࢄ)}  ∖ ∋࢏ࢄ  ℝࣕ࢏࢟,࢖ ൛{−૚,૚}ൟ
ୀ૚࢏

࢔
(૜.૛ૢ)

Where: the label vector ࢏࢟ is either 1 or -1, indicating the class to which the point ࢏ࢄ

belongs.

The feature vector ࢏ࢄ is a p-dimensional real vector. We wish to find the maximum-margin

hyperplane that divides the points having 1=࢏࢟ from those having࢏࢟= -1.

Any hyperplane can be written as the set of points X satisfying

ࢃ ࢄ. + ࢈ = ૙ (૜.૜૙)

where < . > denotes the dot product and w in the normal vector to the hyperplane. The

parameter b determines the offset of the hyperplane from the origin along the normal

vector.

There are an infinite number of hyperplanes that could partition the data into two

classless. According to the SRM principle, there will just be one optimal hyperplane: the

hyperplane lying half-way the maximal margin (we define the margin as the sum of
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distances of the hyperplane to the closest training points of each class). The solid line on

figure 3.5 (b) represents this Optimal Separating Hyperplane.

Figure 3.7: (a) Some of the possible linear hyperplanes that separate two linearly
separable classes.

(b) Optimal Separating hyperplane and respective margins (dashed lines).

Note that only the closest points of each class determine the Optimal Separating

Hyperplane. These points are called Support Vectors (SV).

It has been shown [36] that the maximal margin can be found by minimizing ૚/૛‖ࢃ ‖૛

࢓ ࢃ‖૚/૛}࢔࢏ ‖૛} (૜.૜૚)

The Optimal Separating Hyperplane can be found by minimizing (3.31) under the

constraint (3.32) that the training data is correctly separated.

.࢏ࢅ ࢃ.࢏ࢄ) + (࢈ ≥ ૚, ࢏∀ (૜.૜૛)

This is a Quadratic Programming (QP) problem for which standard techniques (Lagrange

Multipliers, Wolfe dual) can be used [11].
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3.3.4.1.2 Linear SVM for non-linearly separable data

The concept of the Optimal Separating Hyperplane can be generalized for the

non-separable case by introducing a cost for violating the separation constraints (3.32).

This can be done by introducing positive slack variables ࢏ࣈ in constraints (3.32), which

then become:

.࢏ࢅ ࢃ.࢏ࢄ) + (࢈ ≥ ૚− , ࢏ࣈ ࢏∀ (૜.૜૜)

If an error occurs, the corresponding must࢏ࣈ exceed unity, so ∑ ࢏࢏ࣈ is an upper bound for

the number of classification errors. Hence a logical way to assign an extra cost for errors is

to change the objective function (3.31) to be minimized into:

࢓ ൝࢔࢏
૚

૛‖ࢃ ‖૛
+ .࡯ (෍ ࢏ࣈ

࢏

)ൡ (૜.૜૝)

where C is a chosen parameter. A larger C corresponds to assigning a higher penalty to

classification errors. Minimizing (3.34) under constraint (3.33) gives the Generalized

Optimal Separating Hyperplane. This still remains a Quadratic problem.

3.3.4.1.3 Non-linear SVM

In the case where decision function is not a linear function of the data, the data

will be mapped from the input space (i.e. space in which the data lives) into a high

dimensional space (feature space) trough a non-linear transformation (kernel function).In

this (high dimensional) feature space, the (Generalized) Optimal Separating Hyperplane is

constructed. This is illustrated on figure 3.6.

Figure 3.8: Feature space is related to input space via a nonlinear map Φ, causing the 

decision surface to be nonlinear in the input space.
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This non-linear transformation is performed in implicit way trough so-called kernel

functions. The use of implicit kernels allows reducing the dimension of the problem and

overcoming the co called “dimension curse” [36]. The kernels must satisfy some

constraints in order to be valid (Mercer’s Condition [34]). For binary classification

following kernel are most often used:

Kernel (࢏࢞,࢞)ࡷ

Linear ࢏࢞.ࢀ࢞

Radial Basis Function −࢞‖ࢽ−)ܘܠ܍ ‖࢏࢞
૛) ࢽ, > 0

Inverse multiquadratic
૚

ඥ‖࢞− ‖࢏࢞ + ࣁ

Polynomial of degree d (࢏࢞.ࢀ࢞)) + ࢊ(ࣁ

Sigmoidal (࢏࢞.ࢀ࢞)ࢽ)ܐܖ܉ܜ + (ࣁ , ࢽ > 0

Table 3.2: Commonly Used Kernel Functions.

3.3.4.1.4 Advantages and disadvantages of SVM

 Advantages

- Good generalization ability for small training sets

- The control on capacity is obtained by maximizing the margin inspired by SRM.

- The absence of local minima that comes from convexity [81] of the quadratic

optimization problem.

- Margin-based formalism can be extended to a large class of problems (regression,

structured prediction, etc.).

 Disadvantages:

- The choice of the kernel is crucial for the success of all kernel algorithms because the

kernel constitutes prior knowledge that is available about a task.

- Both training and testing speed of the high algorithmic complexity and extensive

memory requirements of the required quadratic programming in large-scale tasks.
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3.3.4.1.5 Matching score level fusion using SVM

After the normalization stage, we construct the scores vector[࢔૚,࢔૛] , where

૚and࢔ ૛࢔ represent to the normalized scores of face and voice to be fused. Support vector

machine (SVM) based fusion rule is applied to combine two matching scores to generate a

single scalar score which is used to make the final decision (genuine or impostor).The

design of a SVM trained fusion scheme consists in estimation of the function :ࢌ ૛ࡾ → ࡾ

to maximize the separability of genuine and impostors score distributions.

3.4 Recent works on Multimodal biometrics fusion

In recent years, several approaches have been proposed in the literature for

multimodal biometric authentication system with different biometric traits and with

different fusion mechanism. Multimodal biometrics has received a considerable attention

from both research communities and the market. Since, the heart of multimodal biometric

system relies on fusing the information from different biometric traits, all the work

reported on multimodal biometric system was confined to four different levels of fusion.

Due to the advantages offered by the score level fusion, the discussions are focused on this

level of fusion.

This section review the outcomes of some recent investigations carried out to date in

the field of multimodal biometrics fusion with a brief description of the work performed.

1. In 2003, Fierrez-Aguilar and Ortega-Garcia [22] have introduced a multimodal

biometrics fusion system which integrates face verification system based on a global

appearance representation scheme, a minutiae-based fingerprint verification system, and an

online signature verification system based on HMM modeling of temporal functions. They

have used two fusion methods namely, sum-rule and support vector machine (SVM) user

independent and user dependent, at the matching score level. The EERs obtained using

only one modality of the face, the online signature, and the finger print verification systems

were 10%, 4%, and 3%, respectively, while using the sum-rule, the SVM user-

independent, and the SVM user-dependent fusion approaches has resulted an EERs of

0.5%, 0.3%, and 0.05%, respectively.

2. In 2004, Lau et al [50] have presented a multimodal biometric system combining

speaker verification, fingerprint verification with face identification. The authors used a

fuzzy logic based approach, in order to consider the effect of external conditions on the
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system. With more details they have implemented fuzzy logic module to calculate the

weights for each recognition subsystem to realize the weight sum rule.

Their experimental studies showed that fuzzy logic fusion generated a further

improvement of 19% relative to fusion by weighted average scores, which corresponds to

an EER range of (0.31% to 0.81%).

3. In 2005, Y. Chen and S. Lai [17] proposed an SVM-based multimodal fusion schemes

for multimodal biometric verification based on the information from the face and speech

experts. For the facial feature extraction, Principle Component Analysis (PCA) was used to

compute the eigenface features from face images, and the face expert is comprised only

one main component. For the speech feature extraction, the feature vector consists of Mel

Frequency Cepstral Coefficients (MFCC).

The performance of concatenation fusion and opinion fusion compared with the same

database, and it was shown that SVM-based fusion systems outperform the traditional

GMM-based opinion fusion system.

4. In 2007, Alsaade, et al., [19] has presented an investigation into the effects, on the

accuracy of multimodal biometrics, by introducing unconstrained cohort normalization

(UCN) into the score-level fusion process. The study has demonstrated that the capabilities

provided by UCN can significantly improve the accuracy of fused biometrics. This paper,

on the other hand, experimentally compares the effectiveness of two different score

normalization techniques with the UCN for enhancing the accuracy of multimodal

biometrics fusion under clean mixed-quality and degraded data conditions. The focus of

the study is on the score-level fusion of face and voice biometrics using SVM (support

vector machine).

5. In 2010, A. Rahmoun et al [02] have investigated the improvement of multimodal

biometric verification using genetic Algorithms (GAs). GA was used as a score-level

fusion technique to integrate the face and voice modalities, the proposed technique was

compared with Brute Force Search (BFS) one. To perform the fusion task, firstly the

matching scores were mapped into interval [0, 1] using the Min-Max normalization

methods, then the fusion schemes were applied to the normalized scores with and without

subjecting them to the Unconstrained Cohort Normalization (UCN) process.

To make a comparative study and investigate the effectiveness of the two proposed

techniques, their experimental studies were performed on the same databases under three
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data conditions namely clean, varied, and degraded data condition, and the fusion results

(in terms of EER ) obtained using GA were 0.00% for clean data, 0.39% for varied data

and 11.03% for degraded data. These results have shown that using GA proceeded by UCN

has led to considerable accuracy improvement compared with BFS base fusion.

6. In 2011, Mezai et al [40] combined Speech and face matching scores using Dempster-

Shafer Theory (DS), for person verification. This method which was widely used in

classifiers fusion but it was little used in multimodal biometrics fusion. DS transforms the

scores obtained from face and voice verification algorithms into evidences and then

combines them. Their experiments were conducted on the XM2VTS Benchmark database,

and the obtained results showed that the HTER of the proposed fusion varies from 0.433%

to 2.875%. However the performances of the face and voice classifiers vary from1.88% to

6.22% and 1.148% to 6.208% respectively. The proposed method gave better

performances compared to the likelihood ratio based fusion and the famous sum rule

preceded by Z-score or Min-Max normalization, but it was outperformed by simple sum

rule preceded by Tanh normalization.

7. In 2011, Mehdi Parviz and M. Shahram [57] have proposed boosting-based

multimodal biometric systems score fusion methods using AdaBoost and bipartite

version of RankBoost abilities to optimize the Area under ROC Curve (AUC). They

have investigated boosting based method not only as a classifier, but also as an

algorithm to optimize AUC in multimodal biometrics.

In order to compare the performance of the two boosting-based fusion methods, the

authors have selected three benchmark methods from each category. From

transformation based methods, SUM rule with min-max normalization, from density

based methods, GMM, and from classifier based methods, SVM. Their experimental

results were conducted over XM2VTS and NIST databases and they have concluded

that AdaBoost and RankBoost reach higher performance compared to Likelihood Ratio

(LLR), SUM rule and Linear SVM. Furthermore, AdaBoost achieves performance

comparable to that of RankBoost.
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3.5 Conclusion and summary

This Chapter enabled us to introduce a theoretical review of certain number of

multimodal biometrics fusion techniques. We have focused on biometrics fusion at the

matching score level, dividing the existing fusion approaches into four main categories,

classical, evolutionary hybrid intelligent and statistical approach. For the classical

approach we have provided five fusion schemes namely product rule, sum rule, maximum

rule, minimum rule and BFS. As an evolutionary approach we have presented two fusion

strategies namely GAs and PSO. We have also introduced ANFIS classifier as a hybrid

intelligent system and SVM classifier as a statistical approach.

Range normalization is needed to transform the matching scores into a common

domain before combining them. Through this chapter, we have given a brief description

about some effective and widely used range-normalization techniques, these techniques

include min-max, z-score, decimal scaling, double sigmoid, median and tanh normalization

schemes. We have seen that the min-max, decimal scaling and z-score normalization

schemes are efficient, but are not robust to outliers. On the other hand, the median

normalization scheme is robust but inefficient. Only the double sigmoid and tanh-

estimators have both the desired characteristics.

We have also presented the principle and effectiveness of the UCN normalization

process and its usefulness in suppressing the biometric scores for impostors in relation to

those for the clients, so enhancing the accuracy of the biometric verification system.

By the end of this chapter, we have provided some recent works and investigations

carried out to date in the field of multimodal biometric fusion.

In the next chapter, we will investigate and discuss the results in terms of EERs of

applying some of the fusion techniques discussed in this chapter, and compare their

performance in enhancing the accuracy of multimodal biometric system in either clean,

varied and degraded data quality condition, using publicly available scores datasets.
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4.1 Introduction

In this chapter we will experimentally investigate the effectiveness of introducing

two evolutionary based fusion techniques, namely PSO and GA into the enhancement of

the accuracy and reliability of multimodal biometric system that combine face and voice

biometrics scores in the recognition mode of verification and identification. The

performance achieved by these two evolutionary methods will be compared to those

achieved using a simple BFS technique, a hybrid intelligent technique (ANFIS) and a

statistical learning method (SVM).

This chapter is divided into two main sections. In the first Section, we will describe

the datasets used in our experimental investigations, and discuss the essential stages

followed to implement each of the five techniques involved. In the second section, the

performance of these fusion strategies will be evaluated and compared by the means of

Equal Error Rate (EER), DET and ROC curves and under three different data quality

conditions namely, clean, varied and degraded condition. Before fusing them, the scores

must be mapped into the same range using the well-known Min-Max normalization

technique.

To tackle to the problem of biometric data variation, UCN normalization process will

be introduced to enhance the accuracy of multimodal biometrics under uncontrolled

environments, so the fusion schemes are applied to the biometric scores with and without

subjecting them to the UCN process.

4.2 Experimental Setup

In this section will present firstly, some publicly available (benchmark) datasets

used for the performances evaluation and comparison of the selected biometric systems,

and secondly we will present the parameters settings necessary to tune each technique

involved in our multimodal biometric fusion systems.

4.2.1 Multimodal biometric Databases

Currently, many multimodal person authentication databases containing of

information which allows the evaluation of multimodal biometric systems are reported in

the literature, these are of utmost importance to define common benchmarks that enable

consistent comparison of competing recognition strategies. In this section, the most

important publicly available multimodal biometric databases will be briefly described.
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4.2.1.1 BANCA Database

The BANCA database is a large, realistic and challenging multimodal database

intended for training and testing multimodal verification systems [51]. The BANCA

database was captured in four European languages and two modalities (face and voice).

For recording both high and low quality microphones and cameras were used. The subjects

were recorded in three different scenarios: controlled, degraded, and bad, over 12 different

sessions, in a time distance of three months. An associated BANCA evaluation protocol is

also available [15].

4.2.1.2 XM2VTS Database

The XM2VTS database (extended M2VTS) was acquired in the context of the

M2VTS project (Multi-Modal Verification for Teleservices and Security applications).

The database contains speech and face images from 295 people. Every subject was

recorded in four sessions over a period of four months.

The XM2VTS evaluation protocol specifies training, evaluation, and test sets, the

training set is used to create client and impostor models for each person. The evaluation set

is used to learn the verification decision thresholds. In case of multimodal systems, the

evaluation set is also used to train the fusion manager. For both cases, the training set has

200 clients, 25 evaluation impostors, and 70 test impostors. The two configurations differ

in the distribution of client training and client evaluation data [15].

4.2.1.3 TIMIT Database

The TIMIT (Texas Instruments Massachusetts Institute of Technology) database

allows identification to be done under almost ideal conditions.

The TIMIT database consists of 630 speakers, 70 % male and 30 % female from

10 different dialect regions in America. Each speaker has approximately 30 seconds of

speech spread over ten utterances. The speech was recorded using a high quality

microphone with no session interval between recordings [37].

4.2.1.4 NIST Database

NIST Biometric Scores Set-Release 1 (BSSR1) is a set of raw output similarity

scores from two 2002 face recognition systems and one 2004 fingerprint system, operating

on frontal faces. And left and right index live-scan fingerprints, respectively. The release

includes true multi modal score data, i.e., similarity scores from comparisons of faces and

fingerprints of the same people. The data are suited to the study of score-level fusion-based

multimodal, Multi-algorithmic, multi-sample and repeated-sample biometrics [54].
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4.2.2 Design and implementation

In this section, we will briefly define the programming languages used to

implement our prototype. We will present the main interface of this prototype. The main

steps necessary to perform and evaluate each fusion technique involved will be also

explained.

4.2.2.1 Development Tools

To evaluate the performance of each technique involved, we use tow development

languages, namely Borland C++ Builder 6 and Matlab. The first one used for the design

of the main interface, and the second one used for the selected fusion technique

performing, the final results computing and the performance curves plotting.

1. MATLAB

MATLAB (MATrix LABoratory) is a high level language and interactive

environment for scientific computations, algorithms development, data visualization and

analysis and numerical calculation. MATLAB places at the disposal of the developer the

fundamental operations (vector and matrix) necessary for the engineering problems. It

allows a fast program development and execution.

By using MATLAB, we can solve scientific computation problems more quickly

than the traditional programming languages, because it is not necessary to carry out the

low level programming tasks, like the variables declaration, the data type’s specification

and the memory allocation. MATLAB has excellent prototyping and plotting functionality

contains convenient and very robust matrix operation packages [09].

2. Borland c++ builder 6

C++ Builder is a rapid application development (RAD) product for writing C++

applications. Using C++Builder you can write C++ computer applications for the

Microsoft Windows operating systems more quickly and more easily than was ever

possible before. You can create Win32 console applications or Win32 GUI (graphical user

interface) programs [58]. C++ Builder has Integrated Development Environment (IDE) to

provide a friendly interface for creating computer programs.

4.2.2.2 The main interface of our prototype

In our experimentations, we have used C++ builder to create a convivial user

interface that enable the user to use our prototype more easily and in a correct manner. We

try to design an interactive interface that permits the user to deal with our fusion system,
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- Clean data:

The scores considered for the face and voice modalities were extracted from the

XM2VTS (clean face images) and TIMIT (clean utterances) databases respectively. Using

these biometric data sets, a total number of 140 client tests and 19460 (i.e., 140 x [140-1])

impostors tests is used for the development stage. The corresponding number of clients and

impostors used in the testing phase for investigating the performance for the fusion

schemes involved is 140 and 19460 respectively.

- Varied data:

The scores sets considered for the face and voice modalities were extracted from

the XM2VTS (clean images) and the 1-speaker detection task of the NIST Speaker

Recognition Evaluation 2003 (degraded speech) databases respectively. Using these data

sets, a total number of 140 client tests and 19460 (i.e., 140 x [140-1]) impostors tests is

used for the development stage. The corresponding number of clients and impostors used

in the testing phase for investigating the performance for the fusion schemes involved is

140 and 19460 respectively.

- Degraded data:

The datasets considered for the face and voice modalities in this investigation

are extracted from the BANCA and NIST Speaker Recognition Evaluation 2003 databases

respectively. Using these biometric datasets, a total of 26 subjects have been used for the

experiments. The face recognition scores are obtained based on images captured in four

sessions, and affected by two different forms of distortion [54]. Based on these and the

corresponding score data for NIST, a development score dataset is formed for the

experiments. This consists of 104 client tests and 2600 (i.e. 4 x {26 x (26-1)}) impostors

tests. The corresponding number of client and non-client tests used in investigating the

performance for the proposed schemes is 104 and 2600 respectively.

2. Selecting the normalization technique

The development and the test scores must be mapped into the range [0, 1], for this

purpose, scores are introduced to the Min-Max normalization technique.

After the normalization process, the fusion is performed either with or without

subjecting the normalized scores to the UCN process. In the case of choosing UCN

method, the cohort size must be predetermined, it takes three different values: 1, 2 or 3.
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3. The development stage

In this stage the development scores are used to compute or to tune the appropriate

parameters necessary for each fusion method involved (PSO, GA, BFS, ANFIS and SVM).

These parameters are then saved to be used in the test phase. In our experiments, each

fusion technique was trained using the following parameters:

- BFS

Before starting the BFS training, two main parameters must be adjusted, the min

and max values of the search interval (search space) from which the weights will be taken,

and the search step which determine the number of values that will be taken from this

selected interval.

In our study, in order to perform the BFS algorithm, we set the min value to

0.01, the max value to 0.9 and the search step to 0.01.

- GA

To run our genetic algorithm, we have four parameters that must be

predetermined. The population size, which refers to the number of initial chromos

(weights in our problem) that will be randomly generated to calculate the fused, scores

(fitness functions). The Max generation is the stopping criteria which determine the

maximum number of generations the genetic algorithm runs for. Finally we have the

crossover fraction which specifies the fraction of each population, other than elite

children, that are produced by crossover. and the mutation rate which represents the

probability Rate to mutate an individual selected to be mutated.

In this experimental study, we set the population size to 100, the Max generations to

100, the single point crossover rate to 0.8 and the uniform mutation rate to 0.01.

- PSO

Particle Swarm Optimization algorithm has a number of parameters that

determine its behavior and effectiveness in optimizing the fusion problem, from these

parameters we can find: The swarm size which represents the number of particles in the

search space. The iterations number which refers to the stopping condition or criterion

and determines the maximum number of iterations the PSO algorithm runs for. The

inertia weight (ω) which can be used to control the PSO’s speed. The acceleration

constants c1 and c2, also called the learning factors, where the first represents the
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maximum step size towards the personal best position while the second is the maximum

step size towards the global best position in just one iteration.

To evaluate and test the performance of the PSO algorithm the swarm size was set to

7, the iteration number was set to 30, the inertia weight was set to 1 and the acceleration

constants was fixed as c1=c2=2.

- ANFIS

To set the stopping criteria for the ANFIS training, the number of training

Epochs and the training Error Tolerance must be predetermined, so the training process

stops whenever the maximum epoch number is reached or the training error goal is

achieved. In our test the epoch number was set to 10 and the error goal was set to 0.

- SVM

The SVM classifier was trained using a linear kernel function and the optimal

hyperplane was found using the quadratic programming (QP) method.

Once the training has finished, it returned a model containing information about the trained

support vector machine (SVM) classifier.

4. The verification and test stage

To test and evaluate the performance and accuracy of BFS, GA and PSO as score-

level fusion techniques, the optimal weights (face and voice weights) obtained in the

development stage will be used to perform an optimized weighting fusion scheme at this

stage.

For the same purpose, ANFIS and SVM classifiers will respectively use the ANFIS

structure and SVM model respectively obtained in the development stage to classify the

normalized test scores.

To evaluate the performance and accuracy of each fusion technique evolved in this

experimental study, the results obtained in terms of EERs, DET and ROC curves will be

shown at this verification stage.
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In order to experimentally investigate and compare the performance and reliability of

each biometrics fusion technique involved in this study, the main stages followed are

represented in the following flowchart:

Figure 4.2: Multimodal biometric score-level fusion flowchart.
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4.2.3 Results and Discussions

In this section, the performance of each technique involved will be discussed and

compared using a commonly used biometric performance evaluation criteria discussed in

chapter two. We will use the Equal Error Rate (EERs), the lower the EER is the better are

the system’s performances achieved, To represent, visualize and directly compare the

performance of all fusion technique involved, two performance curves will be used,

namely DET and ROC curve.

4.2.3.1 Fusion under clean data condition

In this section, the purpose of the experiments is to investigate the performance

and efficiency of the two evolutionary based fusion techniques involved (GA and PSO)

along with the three other fusion schemes discussed previously (SVM, BFS and ANFIS) in

enhancing the accuracy and reliability of multimodal biometric fusion when the biometric

scoresets was obtained in a clean data conditions (free from degradation).

Table 4.1 shows the Equal Error Rates (EERs) obtained for the verification

experiments using the two individual biometric scores (face and voice) and their fusion

using the five different above mentioned fusion schemes. Before combining them, the

scores were mapped into the same range ([0, 1]) using the Min-Max normalization scheme,

after that, each fusion technique was performed with and without subjecting the scores to

the UCN normalization process.

Method

EER (%)

Face

(XM2VTS)

Voice

(TIMIT)
GA PSO ANFIS BFS SVM

Without UCN 3.57 2.55 0.04 0.03 0.71 0.05 2.09

With UCN 1.43 0.00 0.00 0.00 0.00 0.00 0.30

Table 4.1: Results on the clean data at the Equal

Error Rate (EER).

In general, Comparing the results showed in the second line from table 4.1, it can be

seen that fusing the scores leads to a significant improvement in the verification accuracy

(EERs), either by using the two evolutionary techniques (GA and PSO) or the three others:
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simple BFS, hybrid intelligent (ANFIS) and statistical learning method (SVM). These

fusion methods results in EERs which are better than the best single modality involved (the

face with EER equal to 3.57%). This improvement in performance is significant and it

underscores the benefit of multimodal biometrics systems.

We also notice that there was no considerable difference between the verification

results obtained by using each of the five fusion techniques concerned. All the EERs

obtained were satisfactory (very small or equal to zero), and this explains the effect of the

data condition (clean) on the accuracy and reliability of the biometric system.

It is clearly seen that the application of the evolutionary approach based fusion

methods, namely GAs and PSO as a fusion technique at the matching score level results in

better EERs (0.04% and 0.03% respectively), the reason for such significant results

offered by these two population based techniques is shown to be due to their capability as

an optimization techniques in exploring the whole searching space, finding the optimal

solutions (face and voice weights in this case) without worrying about the local minima

and in converging rapidly to the global best solution.

PSO is an efficient algorithm in converging toward the best solutions, and GA is

able to converge away from bad ones [67].

It can be also seen that using the simple BFS as a fusion process results in an

acceptable error rate (0.05%) compared to two other hybrid intelligent (ANFIS) and

statistical (SVM) techniques. It is difficult to explain this result, but it might be related to

the ability of this simple BFS algorithm in exploring the whole search interval in an

exhaustive manner.

It is obvious that the worst result so far was obtained using linear SVM (2.09%), and

a possible explanation for this might be that using third degree polynomial SVM is not

suitable to find the optimal separating hyperplane in such a case, so the testing scores

(clients and impostors) were not separated effectively. Another possible fact behind such

findings is the insufficient memory of the PC used to perform SVM classifier (3Go). I was

obliged to divide the scoreset into two subsets, and use only one subset to evaluate the

performance of SVM classifier.
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Figure 4.3: (a) DET curves for different fusion techniques under clean data quality

condition without UCN
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, it is observed that the application of UCN normalization process

clean data condition, where there is no variation effect. UCN

reducing the verification EERs for the single modalities and for

was even reduced to zero for the first four fusion schemes

considered and for the voice verification, and was considerably reduced

effectiveness of UCN under clean data condition is due to their ability to
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Figure 4.4 Show the DET and ROC curves respectively
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DET curves for different fusion techniques under clean data quality

UCN. (b) DET curves for different fusion techniques under clean data

quality condition with UCN.
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ROC curves for different fusion techniques under clean data quality
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quality condition with UCN.

curves presented in figure 4.3, it can be noted that

he principal goal of biometric matcher is to make bring the curve

point corresponds to (0, 0), hence, more the curve is close

reliable the biometric system is. In the ROC curves presented in figure 4.4

point is at the upper left of the plot, and the curves related to the well

tend to bunch together near this corner [68].

se two curves, it is clear that the single biometrics are

their multimodal equivalents. It can be seen that most of the fusion
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4.2.3.2 Fusion under Varied Data condition

In this section, the purpose of the experiments is to investigate the effectiveness of

the five fusion techniques involved in enhancing the performance of multimodal biometric

fusion when the qualities of the biometric datasets are in different conditions (clean and

degraded).

Table 4.2 shows the Equal Error Rates (EERs) obtained for the verification

experiments using the two single biometric scores and their fusion using the five different

above mentioned fusion schemes (GA, PSO, ANFIS, BFS and SVM). Before combining

them, the scores were mapped into the same range ([0, 1]) using Min-Max normalization

scheme, after that, each fusion technique was performed with and without subjecting the

scores to the UCN normalization process.

Method

EER (%)

Face

(XM2VTS)

Voice

(NIST)
GA PSO ANFIS BFS SVM

Without UCN 3.57 31.43 3.34 2.91 3.17 3.05 2.91

With UCN 1.43 10.71 0.71 0.71 1.43 1.43 0.85

Table 4.2: Results on the varied data at the Equal

Error Rate (EER).

From table 4.2, it should be pointed out that the EER obtained for the face modality

is exactly the same as in the previous experiment, but due to the use of degraded voice

scores, the verification accuracy for the voice modality has been decreased.

Moreover, it is clearly seen that fusing the scores using each of the five methods

considerably improve the performance of the biometric system, and this can be explained

by the fact that, multimodal biometric systems improve the verification accuracy compared

to its unimodal counterpart even under varied scores, and this benefit can be achieved from

the complementary information of the combined modalities, which confirms the

concept[69] that the information obtained from different modalities complement each

other. In this case, the clean face data complement the degraded voice data.

It can also observed that using PSO as an evolutionary fusion scheme under varied

data is still beneficial and results in the best EER value (2.91%), but GA technique was
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outperformed by the other

fusion process accomplished with

PSO result in the best EER (

It can be seen also

SVM classifier is comparable to

findings of some earlier studies reporting it as one of

multimodal biometric fusion

From the third line

in the reduction of the verification

fused biometrics. This usefulness UCN

(degraded), and its capability

suppressing the impostor scores in relation to the client ones.

Figure 4.5 and

visualizing and comparing the tow single modalities (face and voice) together with the five

fusion schemes involved under

the matching scores to the UCN normalization procedure.

(a)

Figure 4.5: (a) DET curves for different fusion techniques under

condition without UCN
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performed by the other three techniques (SVM, ANFIS and BFS).

ion process accomplished with subjecting the biometric scores to UCN

the best EER (0.71%).

also that the EER (2.91%) obtained using third degree polynomial

comparable to those obtained using PSO algorithm, and this confirm

earlier studies reporting it as one of the most effective methods for

etric fusion [11].

of Table 4.2, it can be seen that the use of UCN has again resulted

in the reduction of the verification EERs for the individual modalities as well as for the

This usefulness UCN is due to its performance with the voice modality

nd its capability to enhance the client scores affected by data degradation, and

the impostor scores in relation to the client ones.

and Figure 4.6 Show the DET and ROC curves respectively,

visualizing and comparing the tow single modalities (face and voice) together with the five

fusion schemes involved under varied data quality condition, with and without subjecting

scores to the UCN normalization procedure.

(b)

DET curves for different fusion techniques under

UCN. (b) DET curves for different fusion techniques under

quality condition with UCN.
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(SVM, ANFIS and BFS). However, when the

ing the biometric scores to UCN, both GA and

third degree polynomial

obtained using PSO algorithm, and this confirm the

most effective methods for

the use of UCN has again resulted

EERs for the individual modalities as well as for the

is due to its performance with the voice modality

the client scores affected by data degradation, and

Show the DET and ROC curves respectively,

visualizing and comparing the tow single modalities (face and voice) together with the five

data quality condition, with and without subjecting

(b)

DET curves for different fusion techniques under varied data quality

DET curves for different fusion techniques under varied data
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(a)

Figure 4.6: (a) ROC curves for different fusion techniques under

condition without UCN

Figure 4.5(a) and figure 4.6

higher accuracy compared

Figure 4.5(b) and figure 4.6(b) clearly show

fused biometrics obtained through the use of UCN. The plots in

the considerable performance improvements achieved

individual modalities, which is the cause of the abo

accuracy of fused biometrics.

4.2.3.3 Fusion under Degraded Data condition

In this section, the purpose of the experiments is to investigate the effectiveness of

the five fusion techniques in enhancing the performance of multimodal biometric fusion

when the biometric datasets are in

Table 4.3 shows the Equal Error Rates (EERs) obtained for the verification

experiments using the two individual biometric scores and their fusion using the five

different above mentioned fusion schemes.

mapped into the same ra

fusion was performed with and without subjecting the matching scores to the UCN

process.
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(b)

ROC curves for different fusion techniques under

UCN. (b) ROC curves for different fusion techniques under

quality condition with UCN.

and figure 4.6(b) clearly show that multimodal biometrics

compared to its unimodal counterpart, even under varied data condition

Figure 4.5(b) and figure 4.6(b) clearly show the significant increase in the reliability of

biometrics obtained through the use of UCN. The plots in this figure also illustrate

considerable performance improvements achieved through the use of UCN with the

individual modalities, which is the cause of the above mentioned enhancement in the

racy of fused biometrics.

Degraded Data condition

In this section, the purpose of the experiments is to investigate the effectiveness of

the five fusion techniques in enhancing the performance of multimodal biometric fusion

the biometric datasets are in degraded condition.

shows the Equal Error Rates (EERs) obtained for the verification

experiments using the two individual biometric scores and their fusion using the five

different above mentioned fusion schemes. Before combining them,

mapped into the same range ([0, 1]) using Min-Max normalization scheme, after that, t

fusion was performed with and without subjecting the matching scores to the UCN
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(b)

ROC curves for different fusion techniques under varied data quality

ROC curves for different fusion techniques under varied data

multimodal biometrics still provide

to its unimodal counterpart, even under varied data condition.

the significant increase in the reliability of

this figure also illustrate

through the use of UCN with the

ve mentioned enhancement in the

In this section, the purpose of the experiments is to investigate the effectiveness of

the five fusion techniques in enhancing the performance of multimodal biometric fusion

shows the Equal Error Rates (EERs) obtained for the verification

experiments using the two individual biometric scores and their fusion using the five

Before combining them, the scores were

Max normalization scheme, after that, the

fusion was performed with and without subjecting the matching scores to the UCN
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Method

EER (%)

Face

(BANCA)

Voice

(NIST)
GA PSO ANFIS BFS SVM

Without UCN 45.19 26.92 27.23 27.62 34.62 27.19 48.00

With UCN 43.27 23.92 23.88 22.12 30.77 23.85 47.03

Table 4.3: Results on the degraded data at the Equal

Error Rate (EER).

Based on the results showed in table 4.3, it can be observed that using degraded face

database leads to a considerable reduction in the accuracy of the face verification relative

to the corresponding one in the previous sections.

From this table, it is quite apparent that without subjecting the scores to the UCN

process, fusion methods such as GA, PSO and BFS result in unexpected EERs, which are

worse than the best individual modality involved (voice with EER equal to 26.92%).

Hence, under such biometrics data condition (highly degraded), it is preferable to use the

best single modality (Voice in this case) alone, rather than multimodal biometric solutions.

Based on these results, along with those obtained in [14], it is clear that the fusion

strategies may not necessarily lead to the improvement of the verification accuracy offered

by the best single modality involved.

It can be also seen in table 4.3 that using third-degree polynomial SVM as a fusion

scheme leads to an EER which is worse even than the worst single biometric classifier

(face with EER equal to 45.19%), and this catastrophic EER value can be explained by the

condition under which the scores are integrated. The degraded biometric data may not be

separated using SVM classifier with polynomial kernel function.

It can be seen from the second line of table 4.3 that the use of UCN has again resulted in

the reduction of the verification EERs for the individual modalities as well as for the fused

biometrics. UCN achieves this by a combination of enhancing the client scores when these

are affected by data degradation.

These results are in agreement with the earlier suggestions [14] that the use of UCN

in degraded data conditions is beneficial.
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The effectiveness of UCN under

characteristics. Firstly it

degraded, and secondly, it suppresses the scores from impostors in relation to those for

clients [18].

Figure 4.7

visualizing and comparing the tow single modalities (face and voice) together with the five

fusion schemes involved under

subjecting the scores to the UCN normalization procedure.

(a)

Figure 4.7: (a) DET curves for different fusion techniques under

condition without UCN
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The effectiveness of UCN under degraded conditions is due to

. Firstly it is an efficient mean in enhancing the scores when the test

degraded, and secondly, it suppresses the scores from impostors in relation to those for

and Figure 4.8 Show the DET and ROC curves respectively,

visualizing and comparing the tow single modalities (face and voice) together with the five

fusion schemes involved under degraded data quality condition, with and without

subjecting the scores to the UCN normalization procedure.

(b)

DET curves for different fusion techniques under degraded

UCN. (b) DET curves for different fusion techniques under

data quality condition with UCN.
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conditions is due to its two major

enhancing the scores when the test data is

degraded, and secondly, it suppresses the scores from impostors in relation to those for

Show the DET and ROC curves respectively,

visualizing and comparing the tow single modalities (face and voice) together with the five

data quality condition, with and without

(b)

degraded data quality

DET curves for different fusion techniques under degraded
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(a)

Figure 4.8: (a) ROC curves for different fusion techniques under degraded data quality

condition without UCN

The DET and ROC

the role of UCN in enhancing the

that all fusion techniques involved did not work as expected

accuracy is highly influenced by the worse of the two modalities involved and

even match the performance of the better of the two indiv

applying UCN to the individual modalities, the

4.3 Summary and Conclusion

In this chapter, we h

PSO and GA algorithms as

level fusion using face and voice modalities.

simple BFS, a hybrid intelligent

techniques.

Firstly, we have provided an overview of the main existing multimodal biometric

databases, in particular, the databa

and BANCA. We have briefly presented the programming languag
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(b)

curves for different fusion techniques under degraded data quality

UCN. (b) ROC curves for different fusion techniques under degraded

data quality condition with UCN.

and ROC plots in Figure 4.8 and Figure 4.8 respectively

the role of UCN in enhancing the robustness of our fused biometrics. In

all fusion techniques involved did not work as expected, because

accuracy is highly influenced by the worse of the two modalities involved and

even match the performance of the better of the two individual modalities.

applying UCN to the individual modalities, the accuracy is slightly improved.

Summary and Conclusion

In this chapter, we have experimentally investigated the effectiveness of

PSO and GA algorithms as two evolutionary techniques into multimoda

level fusion using face and voice modalities. These two techniques was compared with

a hybrid intelligent (ANFIS) and a statistical learning (SVM) fusion

provided an overview of the main existing multimodal biometric

databases, in particular, the databases used in this Thesis namely, XM2VTS, TIMIT, NIST

We have briefly presented the programming languag
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(b)

curves for different fusion techniques under degraded data quality

curves for different fusion techniques under degraded

respectively further emphasize

fused biometrics. In fact, it is observed

because the fused biometrics

accuracy is highly influenced by the worse of the two modalities involved and does not

idual modalities. However, by

accuracy is slightly improved.

ave experimentally investigated the effectiveness of introducing

two evolutionary techniques into multimodal biometric sores

These two techniques was compared with a

(ANFIS) and a statistical learning (SVM) fusion

provided an overview of the main existing multimodal biometric

XM2VTS, TIMIT, NIST

We have briefly presented the programming languages used to implement
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our prototype. These languages include Borland c++ builder and Matlab, the first was used

to design our main interface and the second was used to perform the fusion techniques

involved and calculate the evaluation criteria (EER, ROC and DET curves).

We have fully described the main steps followed to perform each of the five fusion

schemes, starting with the selection of the biometrics data quality condition (Clean, Varied

or degraded), selecting Min-Max as a rang-normalization technique and choosing whether

the normalized scores will be subjected into UCN normalization process or not, the cohort

size (1, 2 or 3) must be determined if the scores will be subjected to UCN.

Then, as any biometric system, two main stages were followed to perform each fusion

technique involved, the development stage and the test stage. In the development stage, the

parameters necessary to perform each fusion scheme are adjusted, in the test stage the

verification accuracy of each method was evaluated and compared.

Based on the above investigations carried out under three different data conditions, it

can be concluded that, in the cases of clean data, the two proposed evolutionary technique

works as expected in enhancing the performance of our multimodal biometric system, they

result in the best EERs. Nevertheless, in the case of varied data, the third degree

polynomial SVM outperforms the GA algorithm and results in the same EER as PSO.

Based on the experimental investigations, it has been shown that UCN offers considerable

improvements to the accuracy of multimodal biometrics in clean, varied and degraded data

conditions.
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Conclusion and Future Work

1. Conclusion

Multimodal Biometric systems combine multiple source of information from different

biometric traits to achieve better performances and overcome the limitations of unimodal

biometric systems. Various fusion levels and scenarios are possible in multimodal system.

It is however, reported in the literature that fusion strategies work better at the matching

score level.

This Thesis, Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) has been

proposed as two evolutionary techniques for combining data obtained from face and voice

modalities. Before combining them, the scores were mapped into the same range using the

well-known Min-Max normalization process.

To investigate the effectiveness of the suggested approach, the performance achieved

using the two evolutionary techniques was compared with those obtained using a simple

BFS, ANFIS as a hybrid intelligent technique and SVM as a statistical learning technique.

The validity of the five techniques involved in this study was demonstrated considering

three different criteria (EER, ROC curves and DET curves) at the state-of-the-art of

biometric performance evaluation.

Another issue of concerns in this thesis is the effect of the data variation on the

verification performance of the biometric systems. Such variations are reflected in the

corresponding biometric scores. Therefore, in this thesis, UCN has been presented as a

Normalization scheme to reduce the effects of data degradation in multimodal fusion.

After giving the background and motivation of this Thesis in the general introduction,

chapter 1 introduced the basic of biometrics systems, and multimodal biometrics. Some

general tools for performance evaluation of biometric systems were presented in Chapter 2.

In chapter 3, the proposed techniques and some state-of-the-art fusion methods were

theoretically presented and illustrated. By the end of this chapter some recent works and

investigations carried out in the area of multimodal biometric fusion were provided.

In chapter 4, our tests, carried out on five well-known multimodal biometric databases

(XM2VTS, TIMIT, NIST and BANCA). Based on the experimental results presented in

this chapter, it has been concluded that:
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 Higher accuracy is the basic advantage of multimodal biometrics over unimodal

biometrics.

 Our proposed evolutionary based fusion techniques provided a considerable

performance gain over the other fusion techniques particularly in the case of using

clean data.

 The use of 3rd degree polynomial SVM is a very performing, promising and resulted in

the same EER as GA fusion technique.

 Subjecting the scores to UNC normalization process, reduced the effects of data

variation and reduced the EERs for both single biometrics and multimodal biometrics

fusion under clean, varied and degraded conditions.

2. Recommendations for Future Work

Based on the findings of this thesis, the following research directions and

recommendations appear promising in our future work:

 Ant Colony Optimization (ACO) algorithm is another evolutionary technique that had

never been introduced into multimodal biometric fusion, using such technique for the

weighting fusion schemes optimization may result in the reduction of the verification

error rates.

 A hybrid (GA/PSO) algorithm, may lead to the improvement of the verification

accuracy of our multimodal biometric system by combining the strengths of particle

swarm optimization with genetic algorithms. The hybrid algorithm combines the

velocity and position update rules of PSOs with the ideas of selection, crossover and

mutation from GAs.

 The Algerian government intends for the biometric passport which contain a

contactless smart card chip that holds a digitized photo, fingerprints and signature.

Fusing the matching scores obtained from each of the three single modality, May

reduce the verification error rates.

 A good compromise between computational costs of the algorithm and the overall

performance is strongly needed. There are several approaches that can be used to speed

up the system computation without sacrificing its performance.
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