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Abstract –In the field of medical diagnostics, interested parties have resorted increasingly to 
medical imaging. It is well established that the accuracy and completeness of diagnosis are 
initially connected with the image quality, but the quality of the image is itself dependent on a 
number of factors including primarily the processing that an image must undergo to enhance its 
quality. This paper introduces an algorithm for medical image compression based on the 
quincunx wavelets coupled with VQ coding algorithm, of which we applied the lattice structure to 
improve the wavelet transform shortcomings.  In order to enhance the compression by our 
algorithm, we have compared the results obtained with those of other methods containing wavelet 
transforms. For this reason, we evaluated two parameters known for their calculation speed. The 
first parameter is the PSNR; the second is MSSIM (structural similarity) to measure the quality of 
compressed image. The results are very satisfactory regarding compression ratio, and the 
computation time and quality of the compressed image compared to those of traditional methods. 
Copyright © 2010 Praise Worthy Prize S.r.l. - All rights reserved. 
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          Nomenclature 
MRI            Magnetic Resonance Imaging  
DCT           Discrete Cosine Transform  
DWT          Discrete Wavelet Transform  
VQ             Vector Quantization;  
PSNR         Peak Signal to Noise Ratio  
MSE           Mean Square Error 
SSIM         The Structural Similarity Index  
EZW          Embedded zerotree wavelet 
SPIHT          Set Partitioning In Hierarchical Trees 
CDF9/7        Cohen Daubechies-Feauveau wavelet 

I. Introduction 
The massive use of numerical methods in medical 

imaging (MRI, X scanner, nuclear medicine, etc…) today 
generates increasingly important volumes of data. The 
problem becomes even more critical with the 
generalisation of 3D sequence. So it is necessary to use 
compressed images in order to limit the amount of data to 
be stored and transmitted. 

Among many compression schemes by transformation 
have been proposed, we can cite the standards JPEG 
images, MPEG 1 and 2 for compressing video. All of 
these standards are based on the discrete cosine transform 
(DCT) [1]. Over the past ten years, the wavelets (DWT), 
have had a huge success in the field of image processing, 
and have been used to solve many problems such as 
image compression and restoration [2].  
 
 

However, despite the success of wavelets in various 
fields of image processing such as encoding, weaknesses 
have been noted in its use in the detection and 
representation of the objects’ contours. The wavelets 
transform and other classical multi resolutions 
decompositions seem to form a restricted and limited 
class of opportunities for multi-scale representations of 
multidimensional signals. 
To overcome this problem, we propose a new multi 
resolution decompositions by quincunx wavelets which 
are better adapted to the image representation. This 
structure of decomposition allows the construction of a no 
separable transform. No separable wavelets, by contrast, 
offer more freedom and can be better tuned to the 
characteristics of images. Their less attractive side is that 
they require more computations. The quincunx wavelets 
are especially interesting because they are nearly isotropic 
[3]. In contrast with the separable case, there is a single 
wavelet and the scale reduction is more progressive: one 
factor instead of 2. 

In 1980, Gersho and Gray developed the vector 
quantization and many other researchers have been 
working on the research topic of VQ [4]-[5]-[6]. VQ is 
still one of the most successful signal processing 
techniques because it is quick and simple in decoding so 
that many applications that require fast decoding 
select this technique to compress data before 
transmission. Although this technique reduces image 
fidelity, it is still acceptable in many applications. 
Meanwhile having a high compression rate, the VQ 
method does not suffer from error propagation since  
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it is a fixed-length source coding technique. The image 
VQ coding steps are shown in part 5. 

II. QUINCUNX WAVELETS 
 

The separable dyadic analysis require three families of 
wavelets, which is sometimes regarded as a disadvantage, 
in addition the factor of addition between two successive 
scales is 4 which may seem high. It is possible to solve 
these two problems, but at the cost of the loss of filter 
separability and therefore a slightly higher computational 
complexity. An analysis has been particularly well 
studied to find a practical application, known as 
"quincunx" [1]. Quincunx decomposition results in fewer 
subbands than most other wavelet decompositions, a 
feature that may lead to reconstructed images with 
slightly lower visual quality. The method is not used 
much in practice, but [7] presents results that suggest that 
quincunx decomposition performs extremely well and 
may be the best performer in many practical situations. 
Figure (1) illustrates this type of decomposition [3]. 

 
 
 
 
 
 
 
 
 
 

 
 
 
We notice that the dilation factor is not more than 2 
between two successive resolutions, and that only one 
wavelet family is necessary [8]-[9]. In this case the dilatation 

matrix will be: 
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The Grid transformation (lattice) is done according to the 
following diagram: 
 
 
 
 

This matrix generates a quincunx lattice in 2D. The 
column vectors of this matrix form a basis to this lattice. 
The volume of the unit cell associated equals 2. The same 
lattice (Fig. 2) is also emanating from the matrix below 
[1]: 
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It is noticed that the dilatation step is 2  on each 

direction and the geometry of the grid obtained justifies 
the name given to this multiresolution analysis.  

III. Quincunx Sampling and Filter Banks 
First, we recall some basic results on quincunx sam-

pling and perfect reconstruction filter banks [10]-[11]. 
The quincunx sampling lattice is shown in figure 3. Let  

][nx r
with 2

21 ),( Ζ∈= nnnr denote the discrete signal on 
the initial grid. The two-dimensional (2D) z-transform of 

][nx r
 is denoted by: 
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Where: 
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The continuous 2D Fourier transform is then given by 
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finally, the discrete 2-D Fourier transform for ][nx r  given 
on  an  N x N grid )1,...,1,0,( 21 −= Nnn  by: 
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With )1,...,1,0,( 21 −= Nkk  

Now, we write the quincunx sampled version of ][nx r
 

as: 
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Our down-sampling matrix M is such that M2 = 2 I.  
where I is identity matrix. 
The Fourier domain version of (1) is : 
 

   [ ])()(
2
1][][ )( πωω rrrr +

↓

−−

+↔
TT MjjM

M eXeXnx  (3) 

Fig. 1. Quincunx wavelet decomposition 

M 

 Fig. 2. Examples of a lattice quincunx and unit cell 

- a -    
Lattice quincunx 

- b -    
Unit cell
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Where: 

),( πππ =
r . 

 
The up-sampling is defined by: 
 



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and its effect in the Fourier domain is as follows: 
 

 )(][][ ω
rr TMj

M eXnx  →← ↑
 (5) 

     
                 - a -                                       - b - 

Fig. 3. (a) Quincunx lattice,  (b) the corresponding Nyquist area in the                
frequency domain 

 

 
 

Fig.4. Perfect reconstruction filter 
         bank on a  quincunx lattice 

 
 

If we now chain the down-sampling and up-sampling 
operators, we get 


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Since quincunx sampling reduces the number of image 
samples by a factor of two, the corresponding 
reconstruction filterbank has two channels (Fig.4). The 
low-pass filter H~  reduces the resolution by a factor 
of 2 ; the wavelet coefficients correspond to the output 
of the high-pass filter G~ .[8],[9], [10]. 

Applying the relation (7) to the block diagram in 
figure(4), it is easy to derive the conditions for a perfect 
reconstruction: 
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Where H and G  (respectively H~ and G~ ) are the 

transfer functions of the synthesis (respectively analysis) 
filters. In the orthogonal case, the analysis and synthesis 
filters are identical up to a central symmetry; the wavelet 
filter G is simply a modulated version of the low-pass 
filter H . 

IV. Fractional Quincunx Filters 
To generate quincunx filters, we will use the standard 

approach which is to apply the diamond McClellan 
transform to map a 1D design onto the quincunx structure 
[14]. 

IV.1.  New 1D Wavelet Family 

As starting point for our construction, we introduce a 
new 1-D family of orthogonal filters: 
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which is indexed by the continuously-varying order 
parameter α . 

These filters are symmetric and are designed to have 
zeros of order α  at 1−=z ; the numerator is a fractional 

power of )2( 1−++ zz  (the simplest symmetric 
refinement filter of order 2) and the denominator is the 
appropriate L2-orthonormalization factor.  Also note that 
these filters are maximally flat at the origin; they 
essentially behave )(12/)( α

α ωOzH +=  as 0→ω . Their 
frequency response is similar to the Daubechies’ filters 
with two important differences: 1) the filters are 
symmetric and 2) the order is not restricted to integer 
values.[8],[9] 

IV.2.  Corresponding 2D Wavelet Family 

Applying the diamond McClellan transform to the filter 
above is straightforward; it amounts to replacing ωcos by 

)cos(cos)2/1( 21 ωω +  in (10). Thus, our quincunx 
refinement filter is given by: 
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This filter is guaranteed to be orthogonal because the 
McClellan transform has the property of preserving 
biorthogonality. Also, by construction, the α th order 
zero at πω =  gets mapped into a corresponding zero 
at ),(),( 21 ππωω = ; this is precisely the condition that is 
required to get a 2-D wavelet transform of orderα . Also, 
note the isotropic behavior and the flatness of )( ω

α

r
jeH  

around the origin; i.e, )(12/)( αω
α ω

rr

OeH j +=  for 0→ω
r . 

The orthogonal wavelet filter is obtained by modulation : 
 

)()( 1
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The corresponding orthogonal scaling function is de-
fined implicitly as the solution of the quincunx two-scale 
relation: 
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Since the refinement filter is orthogonal with respect to 
the quincunx lattice, it follows that )()( 2

2 RLx ∈
r

αϕ  and 
that it is orthogonal to its integer translates. Moreover, for 

0>α , it will satisfy the partition of unity condition, 
which comes as a direct consequence of the vanishing of 
the filter at ),(),( 21 ππωω = Thus, we have the guarantee 
that our scheme will yield orthogonal wavelet bases of 

)( 2
2 RL . The underlying orthogonal quincunx wavelet is 

simply: 
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V. Vector Quantization 

In VQ, the image is divided into small non-
overlapping blocks. E.g. 4x4 pixel blocks are considered 
as vectors of dimension 16. At the encoder, each vector xi 
of the image is compared to the elements of a codebook 
W={w0,w1,...,wN-1}, called the codevectors or codewords, 
and only the index of the nearest codevector is 
transmitted. The best matching codevector is selected 
according to some distortion measure, which is in general 
the mean square error. The decoder reconstructs the 
signal by simply performing table-lookup operation to 
fetch codevectors from a codebook which is identical to 
that of the encoder. The encoding and decoding scheme is 
shown in Fig.5. 

 
index 

Original 
image 

block

... 

Codebook Codebook 

... 

Reconstructed 
image 

Best matching
search 

Table 
look-up 

 
 

Fig. 5. VQ encoder and decoder 
 
The codebook must contain vectors that represent well 

the images to be compressed. Several methods are used in 
constructing codebooks. They apply, in general, a 
learning method on the training set issued from available 
images which are supposed to be representative of the 
images to be compressed. 

VI. Image Coding Application 

VI.1. Compression Quality Evaluation 

The Peak Signal to Noise Ratio (PSNR) is the most 
commonly used as a measure of quality of reconstruction 
in image compression. The PSNR were identified using 
the following formulae: 

( )
2

11 1
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j
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NxM
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Mean Square Error (MSE) which requires two MxN 
grayscale images I and Î  where one of the images is 
considered as a compression of the other is defined as: 
• The PSNR is defined as: 
 


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
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
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imageofDynamicsPSNR

2

10
)(log10  (16) 

Usually an image is encoded on 8 bits. It is represented 
by 256 gray levels, which vary between 0 and 255, the 
extent or dynamics of the image is 255. 

 
• The structural similarity index (SSIM): 

The PSNR measurement gives a numerical value on the 
damage, but it does not describe its type. Moreover, as is 
often noted in [16],[17], it does not quite represent the 
quality perceived by human observers. For medical 
imaging applications where images are degraded must 
eventually be examined by experts, traditional evaluation 
remains insufficient. For this reason, objective 
approaches are needed to assess the medical imaging 
quality. We then evaluate a new paradigm to estimate the 
quality of medical images, specifically the ones 
compressed by wavelet transform, based on the 
assumption that the human visual system (HVS) is highly 
adapted to extract structural information. The similarity 
compares the brightness, contrast and structure between 
each   pair of vectors, where the structural similarity 
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      - a -  
Axial slice 

                         - b - 
 Quincunx wavelet decomposition 

index (SSIM) between two signals x and y is given by the 
following expression [18],[19]: 

),().,().,(),( yxsyxcyxlyxSSIM =  (17) 

 
Finally the quality measurement can provide a spatial 

map of the local image quality, which provides more 
information on the image quality degradation, which is 
useful in medical imaging applications. For application, 
we require a single overall measurement of the whole 
image quality that is given by the following formula: 

∑
=

=
M

i
ii IISSIM

M
IIMSSIM

1
)ˆ,(1)ˆ,(  (18) 

Where I and Î are respectively the reference and 

degraded images, iI and iÎ are the contents of images at 
the i-th local window. 

M: the total number of local windows in image. The 
MSSIM values exhibit greater consistency with the visual 
quality. 

 

VI.2. Algorithm 

In this paper, the given image, the original image is 
transformed based on the quincunx wavelets, up to three 
levels of decomposition. The resulting transform 
coefficients are encoded using unstructured, full-search 
VQ.  The codebook has been designed using the 
iterative LBG algorithm and it has been initialized using 
the splitting technique.  The medical images have been 
used for testing. Quincunx wavelets coefficients at each 
resolution for every level of decomposition are encoded 
with a separate codebook. At each resolution, tow 
subcodebooks have been designed for encoding each 
detail separately. The codebooks have been designed 
with a sample training set of four images. The minimum 
size of the subcodebook designed is 4 and the maximum 
size is 2048.  The size of the codebook becomes 
optimal, when there is not much increase in PSNR with 
increase in codebook size.  The number of bits required 
for each code vector is  [ ]M2log  bits where M is the size 
of the respective subcodebook.  The decoder uses the 
same set of codebooks as at the encoder.  The encoder-
decoder will work for any image within the training set 
used to design the codebook.  If the training set is 
extended, it can be used for other images outside the set 
also.   Designing the same codebook at the receiver 
makes it unnecessary to transmit the codebook along 
with the image.    The reproduction code vectors for 
each of the indices transmitted are concatenated to form 
the reproduction matrix of the quincunx wavelets 
coefficients of the image.  The inverse quincunx 
wavelets transform is then applied to reconstruct the 

 

image. The most important low frequency information 
present in the approximation subband is coded first.   

Then the details are coded, in that order.  This 
process is repeated for every resolution in the case of 
level 3 decompositions.  The encoding / decoding can 
be terminated at any time, with the best reproduction 
obtained up to that point.  This is made possible because 
of the progressive nature of the coding algorithm. 

VII.  Results and Discussion  
We are interested in lossy compression methods based 

on 2D wavelet transforms because of their interesting 
properties. Indeed, the 2D wavelet transforms combines 
good spatial and frequency locations. As we work on 
medical image, the spatial location and frequency are 
important [19],[20]. 

In this article we have applied our algorithm to 
compress medical images. For this reason we have chosen 
an axial slice of human brain size 512x512 (grayscale), 
encoded on 8 bits per pixel, and recorded by means of an 
MRI scanner. This image is taken from the GE Medical 
System database [21]. The codebook we used to encode 
this images was yielded LBG with the size of  256  
code-vector. The bits to represent each index are eight. 
Each indice is the index for a 4 by 4 code-vector in the 
codebook. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Original image 
 
The importance of our work lies in the possibility of 

reducing the rates for which the image quality remains 
acceptable. Estimates and judgments of the compressed 
image quality is given by the PSNR evaluation 
parameters and the MSSIM similarity Index. 

Figure (7) shown below illustrates the compressed 
image quality for different bit-rate values (number of bits 
per pixel). According to the PSNR and MSSIM values, 
we note that from 0.5bpp, image reconstruction becomes 
almost perfect. 

To show the performance of the proposed method, we 
make a comparison between these different types of 
transform: Quincunx wavelet and QV coding, (CDF 9/7 
(Filter Bank) and CDF9/7 (Lifting scheme))  coupled 
with the SPIHT coding and CDF9/7 (Lifting scheme) 
combined with the EZW coding. 
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Fig. 7. Compressing of an axial slice with Quincunx wavelet 
and QV coding 

For each application we vary the bit-rate 0.125 to 2 and 
calculate the PSNR and MSSIM. The results obtained are 
given in TableI and TableII. 

The comparison in terms of image quality for the four 
algorithms is given by the PSNR and MSSIM curves 
represented in figures 8 and 9.  

 
TABLE I 
RESULTS 

 
 
 
 
 
 
 
 
 
 
 
 

TABLE II 
RESULTS 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.  8. PSNR variation using different methods 
 

Comparing the different values of PSNR and MSSIM, we 
show clearly the efficiency of our algorithm in terms of 
compressed image quality for the low bit-rate. 
 

 
 

Fig. 9. MSSIM variation using different methods 
 

This study was subsequently generalized to a set of 
medical images of the GE Medical Systems database. The 
following figure presents the results obtained after 
application of different algorithms on an axial slice of 
body imaging. These results are obtained with a 0.5-bpp 
bit-rate. 
 
 
 

- a - 
Rc=0.125 bpp ; PSNR=32.45dB 

MSSIM  = 0.91 

- b - 
Rc=0.25 bpp; PSNR=36.70 dB 

MSSIM  = 0. 93 

- c - 
Rc=0.5 bpp; PSNR=38. 45 dB 

MSSIM  =  0. 97 

- d - 
Rc=0.75 bpp; PSNR=39.22 dB 

MSSIM  = 0. 97 

- e - 
Rc=1 bpp; PSNR=42. 35 dB 

MSSIM  = 0. 99 

- f - 
Rc=2 bpp; PSNR=45. 67 dB 

MSSIM  =  1. 00 

 Quincunx wavelet 
         + QV   

 CDF9/7 (Lifting) 
+ SPIHT   

Rc  

 (bpp) 

PSNR MSSIM PSNR MSSIM 
0.125 32.45 0.91 19.79 0.59 
0.25 36.70 0.93 25.74 0.76 
0.5 38.45 0.97 34.95 0.91 
0.75 39.22 0.97 40.74 0.97 
1 42.35 0.99 45.03 0.99 
1.5 43.87 0.99 50.76 1.00 
2 45.67 1.00 55.17 1.00 

CDF9/7(Filter bank) 
+ SPIHT   

CDF9/7 (Lifting) 
+ EZW   

Rc  

(bpp) 

PSNR MSSIM PSNR MSSIM 
0.125 18.38 0.59 19.44 0.58 
0.25 23.62 0.63 22.65 0.70 
0.5 32.22 0.80 29.85 0.82 
0.75 37.88 0.89 34.61 0.90 
1 42.32 0.95 37.93 0.94 
1.5 48.07 0.98 43.27 0.98 
2 52.19 0.99 46.77 0.99 
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Original Image 

CDF9/7 (Lifting)+SPIHT 
PSNR=35.43 dB; MSSIM=0.92 

Quincunx wavelet +QV 
PSNR=35.75 dB ; MSSIM=0.92 

CDF9/7 (Filter Bank)+SPIHT    
PSNR=32. 81 dB; MSSIM=0.85 

CDF9/7 (Lifting)+EZW 
PSNR=30.93 dB; MSSIM=0.85 

Quincunx wavelet +QV 
PSNR=34.43 dB; MSSIM= 0.95

Original Image (512x512)  

Quincunx wavelet +QV 
PSNR=37.23 dB; MSSIM= 0.98 

Original Image (512x512)  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Axial slice of Body imaging (CT) 
 

The following figures present a set of medical images 
(MRI) from GE Healthcare database[22] (GE 
Healthcare), compressed by the quincunx wavelets 
algorithm for a 0.5-bpp bit-rate. 

 
Patient - Male 
Age - 52 years 

Exam performed with CTL coil 
Sag FRFSE-XL T2 4mm 

Patient in serious aggravation 
Plaque of demyelinization, multiple sclerosis 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11. Neuro imaging 

 
Patient - Female 
Age - 45 years 

Intra-articular effusion 
Exam acquired with the Head coil. 

Sag T2 GRE 3mm 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 12. Orthopedic imaging 
 
 
We can say that our compression algorithm better 

preserves the different image structures for bit-rates 
higher or equal to 0.5 bpp. 

VIII. Conclusion 
The objective of this paper is undoubtedly the 

enhancement of medical images quality after the 
compression step. The latter is regarded as an essential 
tool to aid diagnosis (storage or transmission) in medical 
imaging. We used the quincunx wavelet compression 
coupled with the QV coding. After several applications, 
we found that this algorithm gives better results than the 
other compression techniques. 
To develop our algorithm, we used various types of 
medical images. We have noticed that for 0.5 bpp bit-rate, 
the algorithm provides very important PSNR and MSSIM 
values for MRI images. Therefore, at high bit-rate our 
algorithm is less efficacy then other methods. Thus, we 
conclude that the results obtained are very satisfactory in 
terms of compression ratio and compressed image quality.  

In perspective, we aspire to apply our algorithm to 
compress video sequences. 
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