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Résumé

Les maladies cardiovasculaires sont des pathologies qui affectent le cœur et les vaisseaux
sanguins. Selon l’organisation mondiale de la santé, elles sont la première cause de morta-
lité dans le monde. Le diagnostic précoce des troubles de la fonction cardiaque est essentiel
pour réduire le taux de mortalité. Le ventricule gauche (VG) est un élément vital du sys-
tème cardiovasculaire et joue un rôle important dans la circulation sanguine. Plusieurs
paramètres cliniques peuvent être estimés à partir de la structure du ventricule gauche
lors des examens cardiovasculaires afin de garantir des diagnostics fiables, notamment les
volumes ventriculaires gauches et la fraction d’éjection ventriculaire gauche.

Diverses modalités d’imagerie cardiaque permettent de visualiser la cavité ventriculaire
gauche. L’échocardiographie est la technique la plus utilisée par les cardiologues dans la
pratique clinique courante en raison de ses nombreux avantages. La principale méthode
d’estimation des paramètres cliniques est la segmentation de la surface du ventricule
gauche à partir de séquences d’images échocardiographiques 2D. L’évaluation précise de
la fonction de la cavité ventriculaire gauche dépend de la qualité des résultats de la
segmentation. Cependant, la délimitation manuelle du VG par les cardiologues est difficile,
longue et imprécise en raison de la faible qualité des images échocardiographiques. Par
conséquent, il est nécessaire de segmenter automatiquement le VG à partir de séquences
d’images échocardiographiques afin de surmonter ces difficultés.

Dans cette thèse, notre objectif est de développer un système de segmentation en-
tièrement automatique basé sur des techniques d’apprentissage profond pour évaluer la
performance du VG à l’aide d’images échocardiographiques. Nous avons testé l’efficacité
des approches proposées en comparant les résultats obtenus avec les données de vérité ter-
rain et les méthodes existantes dans ce domaine. Les résultats sont satisfaisants, soulignant
le potentiel significatif des techniques automatisées pour l’analyse des images échocardio-
graphiques afin d’aider les cardiologues dans leur pratique clinique quotidienne.

Mots Clée : Ventricule gauche ; Échocardiographie ; Segmentation ; Analyse d’images
échocardiographiques ; Apprentissage profond ; Architecture U-Net ; Mécanisme d’atten-
tion ; Apprentissage par transfert.



Abstract

Cardiovascular diseases are pathologies that affect the heart and blood vessels. According
to the world health organization, they are the leading cause of mortality worldwide.
Early diagnosis of cardiac function disorders is crucial in reducing the mortality rate.
The Left Ventricle (LV) is a vital component of the cardiovascular system and plays a
significant role in blood circulation. Several clinical parameters can be estimated from
the LV structure during cardiovascular exams to ensure reliable diagnoses, including left
ventricular volumes and ejection fraction.

Various cardiac imaging modalities allow visualization of the left ventricular cavity.
Echocardiography is the most widely used technique by cardiologists in routine clinical
practice due to its many advantages. The primary method for estimating clinical pa-
rameters is LV surface segmentation from 2D echocardiographic image sequences. The
accurate evaluation of the LV chamber’s function relies on the quality of the segmentation
results. However, LV manual delineation by cardiologists is difficult, time-consuming, and
imprecise due to the low quality of echocardiographic images. Therefore, there is a need
to automatically segment the LV from echocardiographic image sequences to overcome
these challenges.

In this thesis, our objective is to develop a fully automatic segmentation framework
based on deep learning techniques to assess LV performance using echocardiographic im-
ages. We tested the effectiveness of the proposed approaches by comparing the obtained
results with ground truth data and existing state-of-the-art methods in this field. The
results are satisfactory, underlining the significant potential of automated techniques for
echocardiographic image analysis to help cardiologists in their daily clinical practice.

Keywords: Left ventricle; Echocardiography; Segmentation; Echocardiographic image
analysis; Deep learning; U-Net architecture; Attention mechanism; Transfer learning.
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General Introduction

Problem statement

According to the world health organization, cardiovascular diseases caused 17.9 million
deaths worldwide in 2019, accounting for 32% of all global fatalities [19]. Heart attacks
and strokes were the primary causes. Hence, cardiovascular diseases are the leading
cause of death globally. These diseases fall under the category of heart and blood vessel
disorders. They have a significant impact on the vital functions of the body. One integral
component of the cardiovascular system is the Left Ventricle (LV), which contracts to
force oxygenated blood through the aortic valve, distributing it throughout the body [20].
The LV is particularly susceptible to most cardiovascular diseases. Any abnormality in its
function can lead to pathological symptoms. Early detection of cardiac function anomalies
is crucial for effective treatment and reduction in mortality rates. For that, it is necessary
to develop innovative clinical procedures for early diagnosis.

Various cardiac imaging modalities allow for the visualization of the structure and func-
tion of the heart, enabling medical professionals to diagnose a range of cardiac anomalies
and guide therapeutic interventions and invasive procedures for cardiovascular diseases.
Among these modalities, echocardiography is the most commonly used technique in clin-
ical practice. An echocardiogram can directly visualize the size of the heart chambers,
ventricular wall thickness, and any structural anomalies [21]. It also enables the evaluation
of contractility and assessment of the left ventricular ejection function.

Echocardiography utilizes safe sound waves to obtain cardiac images. This imaging
modality doesn’t present any known danger to the body. Echocardiography offers several
advantages, including wide availability, affordability, and high temporal resolution. There
are several echocardiography techniques, such as 2D or 3D modalities. The 2D modality
is the most widely used technique for measuring Ejection Fraction (EF). This parameter
is calculated based on the segmentation and measurement of left ventricular volumes from
the surface. Therefore, we must segment the 2D echocardiographic images to obtain the
left ventricular area.
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GENERAL INTRODUCTION

Image segmentation in echocardiography plays a crucial role in cardiac image process-
ing. Accurate LV segmentation is essential for comprehensive analysis and assessment of
its function. Precise segmentation in the End Diastole (ED) and End Systole (ES) phases
enables the quantification and evaluation of LV chamber function. Usually, cardiologists
perform LV delineation manually during the interpretation of echocardiograms. However,
manual segmentation of the LV in echocardiography presents several challenges.

Ultrasound images have low contrast and a low signal-to-noise ratio. The presence of
speckle noise and other artifacts contributes to poor image quality, making the boundaries
of the cardiac chambers unclear. Additionally, manual segmentation of the LV is a time-
consuming and laborious task that requires skilled clinicians. This process may also
introduce variability in LV delimitations between multiple users and even by the same
user.

Accurate automatic segmentation of the LV from echocardiographic image sequences is
essential to overcome the complications and issues mentioned earlier. It serves as a reliable
solution for automatically measuring cardiac morphology and function. The development
of fully-automatic ultrasound cardiac segmentation software holds great potential in aiding
cardiologists in the early detection and diagnosis of cardiovascular diseases.

Motivation

Medical image processing plays a relevant role in extracting critical and pertinent informa-
tion from medical images automatically or semi-automatically. It has a significant impact
on clinical procedures, particularly in the field of cardiac analysis of echocardiographic im-
ages. As a result, extensive research has been conducted in the past few decades, focusing
on LV segmentation. Semi-automatic techniques have been used traditionally to segment
the LV in echocardiographic images. These methods require the observer to outline the re-
gion of interest, after which the algorithm determines the best-fitting contour of the LV.
However, automatic image segmentation offers several advantages over semi-automatic
techniques, making it more approved. Automatic segmentation algorithms can process
large datasets much faster than semi-automatic methods. They can be easily scaled to
handle a wide range of image sizes and complexities without a significant increase in time
and effort. Moreover, they requires minimal or no user interaction, reducing the time and
effort required to annotate or refine segmentation masks manually.

In recent years, there has been significant progress in computer-aided diagnosis systems
that leverage medical image processing and artificial intelligence. These systems play a
crucial role in assisting clinicians in the early and accurate identification of diseases. They
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have attracted attention as valuable tools for making timely clinical decisions and have
been the subject of numerous studies. Researchers have been highly motivated to design
fully automatic systems for medical image analysis, particularly leveraging deep learning
techniques. Convolutional Neural Networks (CNNs) have gained prominence due to their
excellent performance in computer vision tasks. CNNs are a type of Artificial Neural
Network (ANN) that incorporate one or more convolutional layers. The architecture and
configuration of CNNs greatly influence the performance of deep learning models.

Training a deep learning model requires a large amount of data. However, in many
application domains, including medical imaging, obtaining a sufficient quantity of labeled
data for training neural networks can be challenging and resource-intensive [22]. The
parameters of artificial intelligence algorithms are estimated through supervised learning
using annotated data cases. The use of such models in the medical community, particularly
in echocardiography, has been limited by the difficulty of obtaining expert-annotated
medical data. Echocardiographic data stored in medical archives are rarely annotated or
labeled by experts. Consequently, the scarcity of labeled echocardiographic images has
significantly restricted the availability of publicly accessible datasets.

These challenges and limitations have motivated our research to address the assess-
ment of left ventricular function in echocardiographic images. The identified difficulties
have guided us in defining precise aims and objectives, leading us to develop dedicated
approaches for rapid and accurate LV chamber assessment.

Aims and contributions

This Ph.D. work aims to develop the framework described earlier to assess LV perfor-
mance. The primary objective is to automate the process of left ventricular segmenta-
tion and accurately estimate the end-diastolic and end-systolic volumes and the EF from
echocardiographic image sequences. For that, it is necessary to develop robust, fully auto-
matic segmentation algorithms that strongly support cardiologists in their clinical routine
and help reduce inter- and intra-observer variability.

There are numerous intelligent algorithms applied to various tasks in medical image
interpretation. CNNs, such as U-Net architecture [9], have been extensively utilized in
medical image segmentation. U-Net architecture has demonstrated fast and accurate
segmentation capabilities for medical images. It has been successfully adapted in many
research works for segmenting medical ultrasound images [23]. In particular, it has shown
exceptional performance for echocardiographic image segmentation.

The primary aim of this thesis is to address the following question: Can an efficient
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technique be developed using the U-Net architecture to enhance the assessment of LV
performance from echocardiographic image sequences? The proposed framework should
effectively address the scarcity of available data and exhibit generalizability to unseen
data.

Based on the comprehensive analysis of the challenges identified in the literature and
the careful considerations accumulated through years of research, we formulated the fol-
lowing goals to address the research question:

• Conduct a comprehensive survey of the current research to review recent progress
and the state of knowledge on this topic.

• Develop an automatic algorithm that accurately assesses the LV performance from
echocardiographic image sequences.

• Evaluate the robustness of the proposed framework using a variety of metrics. Estab-
lish geometric parameters for LV segmentation evaluation and estimation of clinical
parameters.

• Assess the performance of the investigated algorithms using a large publicly available
dataset.

• Evaluate the generalizability of the proposed framework by testing it on an external
and independent echocardiography dataset.

We designed these goals to address the research question effectively and contribute to
advancing knowledge in the context of LV performance assessment from echocardiographic
image sequences.

The main contributions of this work can be summarized as follows:

• Development of two frameworks based on attention mechanism and transfer learning
concepts. We designed these approaches to address the research goals and improve
the assessment of LV performance from echocardiographic image sequences.

• Analysis of the performance of the developed algorithms using the CAMUS dataset,
a large public dataset proposed by Leclerc et al. [18]. We evaluated the algorithms
using geometrical and clinical parameters, demonstrating their effectiveness com-
pared to existing works in the field.

• Achieving excellent performance results which surpass the performance of previous
approaches. These findings highlight the effectiveness of the proposed algorithms
and their potential for enhancing clinical practice in the field of echocardiography.
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• Collection of a private echocardiography dataset to further evaluate the clinical gen-
eralizability. This additional dataset allowed for a more comprehensive assessment
and validation of the algorithms’ performance.

• Demonstration of the generalizability of the proposed framework based on transfer
learning. By leveraging knowledge and representations learned from the public
dataset, the algorithms showcased their capability to adapt and perform well on the
private dataset, indicating their potential applicability to diverse clinical scenarios.

These contributions advance the assessment of LV performance from echocardiographic
image sequences by introducing novel algorithms, validating their performance on pub-
lic and private datasets, and highlighting their potential for improving clinical decision-
making and patient care.

During this doctoral study, we published the following research papers to disseminate
the findings and contributions of the research.

• Hafida Belfilali, Mohammed Messadi, Abdelhafid Bessaid, and Amine Abbou. Anal-
ysis of ultrasound image sequences for the assessment of left ventricle performance.
In JD-GBM’2019, Tlemcen, Algeria, 13 june 2019.

• Hafida Belfilali, Frédéric Bousefsaf, and Mahammed Messadi. Impact of attention
mechanism on u-net architecture for the left ventricle segmentation. In 2022 In-
ternational Conference on Technology Innovations for Healthcare (ICTIH), pages
01–04, 2022.

• Hafida Belfilali, Frédéric Bousefsaf, and Mahammed Messadi. Left ventricle anal-
ysis in echocardiographic images using transfer learning. Physical and Engineering
Sciences in Medicine, pages 1–16, 2022.

Thesis structure

The manuscript comprises five chapters. We give an overview of each chapter below:

• Chapter 1: provides the necessary clinical background of this thesis. It covers
the anatomy and physiology of the heart, emphasizing the role of the LV cavity.
This chapter also explains the ultrasound modality, describing the formation of
echocardiographic images and their main properties. Additionally, it clarifies the
assessment of cardiac function.
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• Chapter 2: focuses on the technical background of the methods studied in the the-
sis. It discusses conventional techniques used for image preprocessing and provides
an overview of segmentation, including its definition, types, and evaluation metrics.
The chapter introduces the concept of ANN and CNN, followed by an overview of
popular CNN segmentation models.

• Chapter 3: presents a comprehensive review of the existing methods in the lit-
erature for LV segmentation and function assessment in echocardiographic images.
It categorizes the previous work into three main categories: conventional methods,
shallow learning-based methods, and deep learning-based methods. The chapter
highlights the state-of-the-art approaches in the field.

• Chapter 4: focuses on the segmentation of the LV cavity in 2D echocardiogra-
phy. It introduces a segmentation method based on the attention mechanism. The
chapter describes the experimental setup and presents the results of image prepro-
cessing and segmentation. The proposed technique is evaluated and discussed to
demonstrate its effectiveness.

• Chapter 5: forms the core of the work, proposing a framework based on transfer
learning for echocardiographic image analysis. The chapter also discusses the gen-
eralizability of the suggested framework on a different dataset presented in detail.
The experimental setup, findings, and discussion of the results are all given in this
chapter.

Globally, these chapters provide a comprehensive overview of the clinical and techni-
cal background, literature review, and the methods proposed for LV segmentation and
assessment. They demonstrate the contribution and novelty of the research conducted in
the thesis.

The conclusion section of the manuscript serves as a concise summary of the works
conducted in the thesis. It highlights the findings and conclusions derived from the re-
search. Additionally, it offers multiple perspectives on the study, suggesting potential
directions for future research. The conclusion section acts as a wrap-up, providing a com-
prehensive overview of the thesis and leaving the reader with a clear understanding of the
contributions and the significance of the conducted research.

Research Consortium

The thesis is co-directed by Prof. Mahammed MESSADI and Assoc. Prof. Frédéric
BOUSEFSAF. This collaborative supervision is the result of a partnership between the

6



GENERAL INTRODUCTION

GBM laboratory (Laboratoire de Génie Biomedical/Tlemcen University/Algeria)1 di-
rected by Prof. Abdelghani DJEBBARI and the LCOMS laboratory (Laboratoire de
Conception, Optimisation et Modélisation des Systèmes/Lorraine University/France)2 di-
rected by Prof. Imed KACEM. The research focuses on the development of an intelligent
system for the analysis of echocardiographic image sequences and the assessment of left
ventricular cavity performance. This collaborative effort combines the expertise and re-
sources of the two laboratories. It is worth mentioning that this work has received support
from the Eiffel Excellence Scholarship provided by the French Government during the final
year of the thesis.

1https://gbm.univ-tlemcen.dz
2https://lcoms.univ-lorraine.fr
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Chapter 1

Clinical Background

1.1 Introduction

Cardiac imaging is a widely used technique for diagnosing and assessing the prognosis
of patients. It can provide an established method for analyzing cardiac function, aid-
ing cardiologists in diagnosing cardiac diseases and determining appropriate treatment.
Numerous medical imaging modalities are available to evaluate heart function. With ad-
vancing technology, new techniques have been developed in the literature to assess cardiac
conditions. These include cardiac Magnetic Resonance Imaging (MRI), cardiac Computed
Tomography (CT), and ultrasound (Echocardiography).

Echocardiography offers several advantages over other diagnostic imaging modalities.
It is a cost-effective option with superior temporal resolution, eliminating the need for
ionizing radiation exposure in patients. Moreover, it is a portable technique. In addition
to these benefits, echocardiography generates real-time images suitable for dynamic test-
ing. Consequently, cardiologists rely on 2D echocardiographic images to evaluate cardiac
function by estimating essential clinical parameters. However, ultrasound images may
contain artifacts and suffer from lower quality. Hence, automated methods of processing
images can address these challenges, minimize manual annotation, and enhance intra- and
inter-observer variability.

This chapter will begin with a brief overview of cardiology, followed by a description
of the ultrasound technique in cardiology. We will also explain how the echocardiogra-
phy technique forms the images. Next, we will present the characteristics and types of
echocardiographic images. Lastly, we will explain the assessment of cardiac function.
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1.2. OVERVIEW OF CARDIOLOGY

1.2 Overview of cardiology

1.2.1 Anatomy of the heart

The heart is an organ located between the lungs, in the middle of the chest. Figure
1.1 displays the anatomy of the heart. It is composed of the endocardium (LVEndo),
myocardium (LVMyo), and epicardium (LVEpi), three tissue layers. The inner contour of
the heart (endocardium) connects to the heart muscles (myocardium). The epicardium
is a connective tissue that provides a protection layer. The heart has two parts: left and
right. Each of these parts comprises two chambers. The upper and lower chambers are
the atria and ventricles, respectively. A muscular wall known as the septum separates the
left and right ventricles and atria.The heart has four cavities: Left Ventricle (LV), Right
Ventricle (RV), Left Atrium (LA) and Right Atrium (RA). The mitral valve separates the
LV and LA, whereas the tricuspid valve the RV and RA. The largest and most powerful
chamber in the heart is the LV. The walls of this chamber are thicker than those comprising
the RV, which makes the function of the LV powerful as a pump [24].

Figure 1.1: An illustration of the anatomy of the heart [1].
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1.2.2 Cardiac cycle

The cardiac cycle is a rhythmic process wherein the atria and ventricles undergo alter-
nating periods (contraction and relaxation). This process can effectively pump blood
throughout the body. The RV and LV play distinct roles in this process. The RV pumps
deoxygenated blood to the lungs through the pulmonary artery, while the LV pumps
oxygenated blood to the entire body via the aorta. The RA and LA receive blood from
the body and lungs before transmitting it to the ventricles. The cardiac cycle consists
of two fundamental phases triggered by electrical impulses: systole and diastole. Systole
represents the contraction period during which the ventricles contract forcefully to eject
blood into the arteries. Diastole, on the other hand, is the relaxation phase when the
ventricles refill with blood.

Figure 1.2 illustrates these two events initiated by electrical impulses. Various signals,
including ventricular volume, electrocardiogram, and phonocardiogram, exhibit variations
corresponding to different cardiac events. The cardiac cycle encompasses a series of elec-
trical and mechanical events occurring with each heartbeat. It describes the coordinated
sequence of events involving the contraction and relaxation of the heart. For an average
heart rate of 75 beats per minute, an entire cardiac cycle duration is approximately 0.8
seconds [25].

Figure 1.2: A Wiggers diagram illustrating events and details of the cardiac cycle [2].
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1.2.3 Role of the left ventricle

The LV plays a vital role in the cardiovascular system. The thickness of the ventricular
wall varies, being thickest near the base of the heart and gradually thinning to approx-
imately 1-2 mm at the apex [26]. The concave shape of the LV is crucial in supporting
its primary function, Which is ensuring adequate blood flow to other organ systems. The
volume of blood pumped out by the heart per unit of time is the Cardiac Output (CO)
calculated according to equation (1.1).

CO = HR× SV (1.1)

Heart Rate (HR) is the average number of heartbeats per minute, frequently measured
in beats per minute (bpm). The amount of blood evacuated during a single ventricular
contraction is known as the Stroke Volume (SV), calculated as the difference between
the Left Ventricular End Diastolic Volume (LVEDV) and the Left Ventricular End Systolic
Volume (LVESV). The LVEDV is the amount of blood just before the systole begins, and the
LVESV is the quantity of blood remaining in the ventricle after the heart has contracted.

SV = LVEDV –LVESV (1.2)

In clinical practice, cardiologists don’t directly measure the CO parameter. Therefore,
it is common to use the EF to indicate the contractility of the heart. The EF is a metric
that assesses the ability of the heart to pump oxygen-rich blood to the body, specifically,
the Left Ventricular Ejection Fraction (LVEF). LVEF quantifies the percentage of blood
ejected from the LV during systole. It is determined using equation (1.3).

LVEF =
SV

LVEDV

(1.3)

For the proper management of patients with cardiovascular disease, a precise assess-
ment of (LVEF) is crucial. According to the American College of Cardiology, the following
classification is utilized in clinical settings as follows [27]: normal (LVEF) ranges are com-
prised between 50% to 70%, (LVEF) above 70% denotes hyperdynamic, (LVEF) from 40%
to 49% indicates mild dysfunction, (LVEF) from 30% to 39% presents moderate dysfunc-
tion, and (LVEF) less than 30% designates severe dysfunction.

The LV connects nearly all organ systems by effectively pumping oxygenated blood
throughout the body. Due to this close relationship, any decrease in left ventricular
function can give rise to a wide range of potential issues. When left ventricular failure
occurs, the heart exerts more effort to push oxygen-rich blood from the lungs to the LA,
passing through the LV and subsequently throughout the body. This increased workload
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places significant strain on the heart. Therefore, cardiologists pay particular attention to
the function of the LV, as it is crucial for overall cardiac performance and the delivery of
oxygenated blood to the body’s organs and tissues.

1.3 Echocardiography: ultrasound in cardiology

Cardiac imaging encompasses various non-invasive imaging techniques to capture images
of the heart and its surrounding structures. Cardiac imaging helps in diagnosing heart
disease and assessing cardiac function. Some cardiac imaging methods include cardiac
MRI, cardiac CT, and echocardiography. Cardiac MRI offers non-invasive imaging of
biological tissues, including the heart, with excellent resolution and deep penetration.
It can also manipulate the contrast of visualized structures using various mechanisms.
However, it comes with a higher cost and longer imaging time. To obtain high-quality
MRI images, patients must remain still for several seconds, often requiring breath-holding
or apnea. Cardiac CT relies on X-ray technology and is particularly useful in diagnosing
coronary artery disease. However, one significant drawback of cardiac CT is the radiation
dose associated with X-ray exposure, which carries a potential risk of radiation-induced
cancer [28]. Both cardiac MRI and cardiac CT imaging techniques are not real-time
modalities, meaning they do not provide immediate, dynamic imaging. These limitations
restrict their utility in some clinical settings.

Echocardiography, also known as an echocardiogram or cardiac echo, is the most
widely used imaging modality for imaging the heart and assessing left ventricular func-
tion [29]. It is a diagnostic tool that does not involve ionizing radiation, making it safe
for patients. Echocardiography offers several advantages, including being non-invasive,
portable, cost-effective, easy to use, and real-time imaging. These multiple benefits make
echocardiography the primary imaging modality recommended for measuring various clin-
ical indices and effectively identifying heart dysfunction. However, it is necessary to note
that echocardiographic images suffer from low image quality, making the interpretation
and processing of echocardiographic images challenging. Nevertheless, despite its limi-
tations, echocardiography remains a valuable and widely utilized imaging technique in
cardiology due to its accessibility, real-time imaging capabilities, and ability to provide
crucial diagnostic information without ionizing radiation.

1.3.1 echocardiographic exam

Cardiologists or specifically trained professionals known as echocardiographers experi-
enced in conducting and interpreting echocardiographic exams often perform these tests.
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The technique propagates ultrasound waves through biological tissues, including muscles
and blood vessels. It enables the acquisition of real-time images that depict the acoustic
properties of the examined structures.

Ultrasound waves used in echocardiography are pressure waves with frequencies above
20 kHz, making them higher than the audible range for humans. In echocardiography, fre-
quencies ranging from 2 to 20 MHz can assess the location and severity of tissue damage.
These frequencies are also suitable for evaluating the size, shape, motion, function, and
performance of the heart and its valves. By utilizing this range of frequencies, echocar-
diography provides valuable information about the structure and function of the heart,
assisting in the diagnosis and management of various cardiac conditions.

Cardiologists employ various echocardiogram types, including Transthoracic Echocar-
diogram (TTE), transesophageal echocardiogram, and stress echocardiogram. The choice
of each echocardiogram depends on the specific evaluated cardiac condition. The TTE is
the most commonly used form of echocardiogram in clinical practice. It is a non-invasive
procedure performed externally on the chest. During a TTE, an echocardiographer ap-
plies a gel to the patient’s chest and uses a handheld transducer (probe) to scan the heart.
The transducer emits ultrasound waves and captures the echoes to create real-time images
of the heart’s structure and function. Figure 1.3 illustrates the procedure of echocardio-
graphy, specifically a TTE examination. The transesophageal echocardiogram involves
inserting a specialized transducer into the esophagus to obtain detailed images of the
heart structure that are not easily visible from the chest wall. The stress echocardiogram
combines echocardiography with physical exercise or the administration of medications
to evaluate the heart’s function under stress conditions. The choice of the appropriate
echocardiogram depends on the specific clinical indications and the information needed
to assess and diagnose the cardiac condition.

The TTE relies on an ultrasound probe with transducers equipped with one or more
piezoelectric elements. These elements generate ultrasound waves when excited by an
electrical signal. During a TTE, the ultrasound probe directs the waves toward the heart
and its surrounding structures. These waves interact with the different tissue structures,
including the heart chambers, walls, and valves. The waves are scattered, reflected, and
attenuated as they encounter the various interfaces within the tissues. A portion of the
ultrasound wave is reflected towards the probe as echoes. The ultrasound probe receives
these echoes and converts them into electrical signals. These signals are then processed
and displayed on a monitor as moving images, allowing visualization in real-time of the
heart’s chambers, walls, and valves. It’s important to note that the same transducer
transmits the ultrasound waves and receives the reflected echoes. The transducer emits
the ultrasound waves through small vibrations of the piezoelectric elements, and then it
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Figure 1.3: The process of echocardiography examination [3].

detects the echoes produced from the interfaces between tissues with different acoustic
impedance. Figure 1.4 provides a visual representation of the emission of ultrasound
waves from the probe’s piezoelectric elements and the reception of the reflected echoes
generated from the interfaces between tissues with different acoustic properties.

Figure 1.4: Illustration of the emission and reception performed using piezoelectric materials [4]

.

There are two main types of transducers: linear and sectorial (curvilinear). For in-
stance, the linear transducer is used for thyroid or breast cancer detection or carotid artery
imaging, while the sectorial transducer is utilized for cardiac or fetal imaging. Figure 1.5
illustrates the two types of probes.

In the echocardiographic exam, echocardiographers use curvilinear probes [30]. Access
to the heart is difficult because of its form. The use of a curvilinear probe allows a sectorial
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(a) (b)

Figure 1.5: Acquisition geometry for the ultrasound transducer. (a) linear. (b) sectorial

acquisition of the heart. Hence, it makes imaging of a large zone in-depth possible. The
manipulation of the transducer by applying some movement such as rotation and tilting
enables to obtain of multiple images in different views.

1.3.2 Interaction of the ultrasound wave with biological tissues

When an ultrasonic pulse propagates through soft tissues, such as muscles and blood
vessels, it undergoes various phenomena that can alter the characteristics of the ultrasound
waves. Figure 1.6 depicts these interactions. Here is a brief description of each interaction:

1.3.2.1 Reflection

Reflection is an interaction that occurs when an ultrasound beam encounters an interface
between two tissues with different acoustic properties. When this happens, a portion
of the ultrasound beam is reflected towards the ultrasound probe, while the remaining
portion propagates through the tissue. The amount of reflection occurring at an interface
depends on several factors, including the angle of incidence and the acoustic impedance
of the involved tissues.

• Angle of incidence: the angle at which an incoming ultrasound beam strikes a tissue
interface or boundary. It is the angle between the direction of the incident beam
and a line perpendicular to the interface surface. This angle is a crucial factor in
determining the behavior of the reflected ultrasound wave. It affects the amount of
the reflected wave. Proper positioning of the transducer and careful control of the
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angle of incidence help optimize the reflection of ultrasound waves and improve the
accuracy and diagnostic value of the imaging results. When the incident ultrasound
beam strikes the interface at a 90°angle (normal incidence), the reflected wave will
be directed along the same path as the incident beam. This kind of incidence
results in maximum reflection of the ultrasound wave. On the other hand, when
the incident beam strikes the interface at an angle less than 90°(oblique incidence),
the reflected wave is returned at an inclination equal to the angle of incidence [31].
This phenomenon is known as specular reflection.

• Acoustic impedance: the ultrasound wave travels through different mediums, and
each medium has a specific acoustic impedance, given by the formula (1.4). Acous-
tic impedance is a parameter in ultrasound imaging that influences the behavior
of ultrasound waves at tissue interfaces. When an ultrasound wave encounters a
boundary between two tissues with different acoustic impedance, a portion of the
wave is reflected while another is transmitted through the medium. The magnitude
of reflection and transmission depends on the difference in acoustic impedance be-
tween the two tissues. The acoustic impedance allows us to predict and understand
how ultrasound waves interact with and propagate through those tissues.

Z = ρc (1.4)

Where Z is the acoustic impedance, ρ is the density of the medium, and c is the
speed of the wave.

The tissue’s density affects the acoustic impedance. When the tissue density of the
two mediums differs, their acoustic impedance will change significantly. Thus, the
degree of reflection will depend on how much the acoustic impedance changes.

1.3.2.2 Scattering

Scattering is a phenomenon that occurs when an ultrasound wave interacts with small
particles within a medium. When the size of the particles is smaller than the wavelength of
the ultrasound wave, scattering can occur. These structures scatter the ultrasound waves
in various directions, leading to a diffused pattern of reflected waves. The scattering
contributes to the speckle pattern observed in ultrasound images.
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Figure 1.6: Interactions between the sound waves emitted by the transducer and soft tissues.

1.3.2.3 Refraction

Refraction happens when an ultrasound beam encounters a reflective surface with an
oblique angle of incidence and interfaces with a different medium of various acoustic
impedance. When the ultrasound beam reaches the interface, a portion of this beam is
reflected toward the transducer. However, the remaining part of the ultrasound beam is
transmitted through the interface into the second medium. The refraction phenomenon
can lead to artifacts called refraction artifacts in ultrasound images. These artifacts can
cause improper positioning and improper brightness of echoes displayed in clinical ultra-
sound [32]. Refraction artifacts occur due to the bending of the ultrasound beam as it
passes through regions with different propagation speeds. This bending can cause distor-
tions and misalignment of the imaged structures, affecting the accuracy and interpretation
of the ultrasound image.

1.3.2.4 Attenuation

Attenuation in ultrasound refers to the reduction in the amplitude of ultrasound waves
as they propagate through soft tissues [33]. As the ultrasound beam travels deeper into
the tissue, its energy is progressively absorbed, resulting in a decrease in amplitude. Ab-
sorption is the primary mechanism contributing to attenuation, where the sound energy
is converted into heat as it interacts with the tissue. Different tissues have varying ab-
sorption characteristics. The higher absorption occurs in tissues with higher density or
higher attenuation coefficients. The attenuation of an ultrasound wave is proportional to
its frequency. It increases with the increase of the ultrasound frequency. The attenuation
phenomenon limits the depth of penetration of ultrasound waves and affects the overall
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image quality.

1.3.3 Ultrasound image formation

1.3.3.1 Beamforming

As previously mentioned, the transducers are equipped with several piezoelectric elements
with transmission and reception modes to build an ultrasound image. The principle of a
beamformer is based on the time-delay law to concentrate the energy emitted in a specific
area of the medium. Applying time delays to the various probe elements creates aligned
focused beams and orients the ultrasound wavefront, as illustrated in Figure 1.7. A beam
is directed and concentrated toward a location of interest using a beamformer to transfer
signals to piezoelectric elements with unique time delays. The same physical system of
delays is also applied to the received echoes to convert a returned echo into an electrical
signal (radio-frequency echo signal).

Figure 1.7: The principle of beamformer in transmission (the same principle in reception) [5].

The ultrasonic beam is swept through a conical sector to cover the intended field from
a fixed probe location to form an image. In conventional echocardiography, an initial
wave is focused along a line within the medium by adjusting the emission delay law. The
returning signals reconstruct a line of the image through dynamic focusing during the
reception. Then, a second wave focuses on the adjacent line. In the same way, the focus-
receive operation has to be repeated on each line of the image. Scanning the beam over
several lines allows for reconstructing the entire heart image. As depicted in Figure 1.8,
the heart is imaged in real-time with approximately 50-100 frames per second.
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Figure 1.8: The basic idea behind image creation in traditional ultrasound imaging, as seen in
echocardiography [6].

1.4 Echocardiographic images

1.4.1 Characteristics of echocardiographic images

The quality of ultrasound images varies based on the acquisition conditions. In cardiac
ultrasound imaging, image quality primarily relies on resolution and the presence of arti-
facts in the visual representation. Below, we provide a brief description of each of these
elements.

1.4.1.1 Spatial resolution

Spatial resolution is determined primarily by the transducer. It includes axial resolution
and lateral resolution [34]. These resolutions of the acquisition system have a relevant
role in the quality of an ultrasound system.

• Axial resolution: refers to the ability to distinguish between two successive echoes
in the direction of propagation. The axial resolution of the 2D ultrasound image
depends essentially on the ultrasound frequency. Higher frequencies result in shorter
wavelengths, leading to improved axial resolution.

• Lateral resolution: refers to the minimal distance between two waves separated in
a plane perpendicular to the ultrasound beam. The lateral resolution of the 2D
ultrasound image depends on the size (thickness) of the ultrasound beam. Smaller
beam thicknesses correspond to better lateral resolution. Large probes and higher
frequencies typically yield a superior lateral resolution.
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1.4.1.2 Temporal resolution

Temporal resolution is the time between the beginning of one frame and the beginning of
the next. It refers to how well an ultrasound system can discriminate between successive
image frames over time. The frame rate of the system is the primary determinant of
temporal resolution. Overall, a higher frame rate means that it is easy to discriminate
quick motions (such as the motion of heart chambers or valves during the cardiac cycle),
providing better temporal resolution.

1.4.1.3 Contrast resolution

Contrast resolution indicates the capacity to distinguish differences between echo ampli-
tudes of adjoining structures. It refers to the ability to discern between dark and light
areas and spot amplitude differences. The contrast resolution and the signal-to-noise ratio
are closely related. The contrast depends on some factors, for example, the echogenicity
of the patient. It can be improved at various stages in the imaging process using contrast
agents such as injections of microscopic air bubbles or specialized post-processing, such
as histogram normalization.

1.4.1.4 Artifacts and speckle

Artifacts frequently appear in echocardiographic images. An artifact refers to information
in an ultrasound image that results in an inaccurate representation of the proper anatomy
[35]. In ultrasound imaging, artifacts usually have the shape of duplicated, missing,
incorrectly placed, or warped structures. The incorrect interpretation of an artifact as
a legitimate detection may result in unnecessary interventions, such as medical care and
surgery. There are several types of artifacts, especially in TTE, and they are due to
different reasons. For instance, multiple reflections can cause reverberation, shadows, and
mirror artifacts. Furthermore, the behavior of some reflectors leads to refraction artifacts.
Moreover, there are also other artifacts related to the equipment.

The speckle is a multiplicative noise corresponding to the granular aspect of the ul-
trasound image. For areas of homogeneous tissue, the speckle causes the signal to be
inhomogeneous. It typically tends to lower image quality and contrast, thus impacting
the diagnostic precision. The speckle results from the scattering interaction previously
presented. It occurs when multiple emitted waves come from the surface of tiny struc-
tures within a specific tissue. This phenomenon depends on the resolution cell of the
echocardiographic system.
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1.4.2 Modes of transthoracic echocardiogram image display

Three modes of TTE acquisition exist in clinical echocardiography: M-mode, B-mode,
and Doppler imaging. Figure 1.9 displays a typical example of each one.

1.4.2.1 M-mode imaging

Motion-mode (M-mode) is frequently employed in echocardiography to observe the mo-
tions of the heart’s walls and valves. It is a unidirectional examination that displays the
variation of the position of the echoes in a single line according to time. M-mode imaging
offers excellent temporal resolution, allowing for the efficient and convenient recording
of multiple cardiac cycles [36]. However, a challenge in this mode is aligning the probe
perpendicular to the object of interest, as improper alignment can lead to inaccurate
measurements. Misalignment can lead to inexact measurements and interpretations of
the recorded data.

1.4.2.2 B-mode imaging

Brightness-mode (B-mode) is the most frequently utilized mode in clinical practice. It
involves employing successively oriented ultrasound beams to scan a section of the heart.
It shows the ultrasound reflection as a gray-scale image composed of bright dots represent-
ing the ultrasound echoes. Less echogenic structures, like the blood, turn black, whereas
powerful reflectors, such as the muscles or valves, appear bright. The time delay controls
the vertical position of a point from pulse transmission to the returned echo. However,
the horizontal position determines the location of the receiving transducer [37]. Due to
recent developments in echocardiographic probes, B-mode can be either 2D or 3D to allow
the imaging of depth, width (in 2D), and thickness (in 3D). Compared to the M-mode
echocardiographic images, it is simpler to recognize the anatomic relationship between
distinct structures. In this thesis, we use B-mode images.

1.4.2.3 Doppler imaging

Doppler imaging is an echocardiographic technique that allows the study of blood flow in
real-time by the Doppler effect. It is the most widely used method to measure flow speed
and direction and enables hemodynamic examination of the heart [38]. Additionally, it
allows the estimation of intra-cardiac pressures from blood velocity; and the measure-
ment of regular blood flows like diastolic and systolic outputs. When the ultrasound
beam passes through the heart cavities or vessels, the blood’s figurative elements (the
transmitters) send back echoes. The reflected echo has a longer wavelength if it is farther
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(a) (b) (c)

Figure 1.9: Some examples of different transthoracic echocardiogram modes. (a) M-Mode
imaging. (b) B-Mode (2D imaging). (c) Doppler imaging.

away from the transducer and a shorter wavelength when it is nearer to the probe. An
audio signal or a velocity curve are two possible exam outputs. The blood flows can also
be color-coded using Doppler echocardiography. Typically, the positive flow far from the
probe is shown in blue, while the positive flow near the transducer appears in blue.

1.4.3 Standard ultrasound views of the heart

In B-mode imaging, several preferred acquisition planes (views). A cardiac window is
a region where the sonographer positions the transducer. The placement of the probe
towards the precise cardiac window and its correct manipulation is critical to achieving
the required view [38]. The most common standard views are:

• Parasternal long axis view (Figure 1.10a): This view is obtained by placing the
transducer along the left parasternal border and angling it towards the heart. It
provides a longitudinal section of the heart, allowing visualization of the LV, mitral
valve, aortic valve, and a portion of the RV.

• Parasternal short axis view (Figure 1.10b): In this view, the transducer is placed at
the left parasternal border and rotated 90 degrees to obtain a cross-sectional heart
image. It provides information about the ventricular size, wall thickness, and the
relationship between the ventricles and the valves.

• Apical 4 Chamber (A4C) (Figure 1.10c): this view is taken from the apex, where
the four cavities are visible if a wide enough angle of view. The two ventricles areas
are situated at the top of the image, while the atria are at the bottom, and the
septum is in the central part of this view. This view is convenient for assessing
chamber sizes, wall motion abnormalities, and valvular function.
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• Apical 2 Chamber (A2C) view (Figure 1.10d): allows visualizing of two cavities
with a smaller angle: the LV at the top of the image and the LA at the bottom. It
provides a longitudinal section of these two chambers. The A2C views are obtained
by tilting the transducer slightly from the apical position.

The A4C and A2C views are essential for evaluating left ventricular function and
assessing clinical parameters such as LVEDV, LVESV, and LVEF. These measurements
provide valuable information about the size, contractility, and pumping efficiency of the
LV. In this study, focusing on the A4C and A2C views for assessing LV performance is
appropriate, as these views provide relevant measurements for evaluating LV function and
calculating the clinical parameters.

1.5 Cardiac function assessment

Medical imaging, a routine task for cardiac diagnostics, enables the non-invasive eval-
uation of many clinical indices. In cardiology, medical imaging aims to assess cardiac
function accurately. Echocardiography is a widely available imaging technique for quan-
tifying cardiac function. A single cardiac function analysis can give important diagnostic
and prognostic information such as disease risk prediction, patient care, and therapy. B-
mode imaging allows for determining heart function from cardiac volumes with the ability
to visualize the heart. Specifically, it offers the opportunity to estimate local and global
indices, i.e., LV volumes and EF.

2D echocardiography remains the most commonly used method for LV volume estima-
tion in clinical practice. Accurate segmentation of the LV endocardium in 2D echocardio-
graphic images at ED and ES frames is crucial for reliable volume calculations. Various
image processing and segmentation techniques are employed to extract the LV endo-
cardium from the 2D echocardiographic images, allowing for the accurate measurement
of LV volumes and subsequent calculation of CO, SV, and LVEF. The most effective
method for computing volumes is 3D echocardiography, which allows the visualization of
the whole heart. However, The clinical applicability of 3D echocardiography is severely
constrained by its low image quality [39].

There are different methods from which we can estimate the LVED, LVES, and LVEF

from the 2D echocardiography. Among them, we mention the following techniques:

• Modified Simpson’s rule [40]: is also known as the biplane or disc summation
method. The American Society of Echocardiography suggests using this technique
to estimate the LVEF. The area tracings of the LV cavity are necessary. According
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(a) (b)

(c) (d)

Figure 1.10: Standard ultrasound views of the heart. (a) Parasternal long axis viewa. (b)
Parasternal short axis viewb. (c) Apical 4 Chamber viewc. (d) Apical 2 Chamber viewd

.
ahttps://commons.wikimedia.org/w/index.php?curid=21448310
bhttps://commons.wikimedia.org/wiki/File:LeftVentricleShortAxis.gif
chttps://commons.wikimedia.org/wiki/File:Apical_4_chamber_view.png
dhttps://commons.wikimedia.org/wiki/File:Apical2Chamber.png
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to this procedure, the LVEndo must be traced in the A4C and A2C views in ED and
ES. Eventually, these tracings separate the LV cavity into a specific number of disks
(often 20). The final volume of the LV results from the summation of areas of the
20 cylinders or discs of equal heights.

• Teichholz method: is another technique used to estimate LV volumes and EF from
2D echocardiography. This method relies on the LV dimensions measurement in the
parasternal long-axis view. This method calculates the LVEDV and LVESC using the
assumptions of a prolate ellipsoid shape for the LV and derives the LVEF from these
volume measurements. It relies on assumptions about LV shape and geometry that
may not be accurate in certain cardiac conditions. Compared to Simpson’s biplane
method, it is considered less reliable for the LV volumes and EF estimation.

• Modified Quinones method: is based on linear measurements. This technique can
be used in either M-mode or B-mode imaging. It uses a single quantification of
the LV cavity in the mid-ventricle at both ED and ES. Because they depend on
the assumption of a constant geometric LV form, such as a prolate ellipsoid, which
does not apply in different cardiac diseases, volume calculations obtained from lin-
ear measurements may be unreliable. This method is no longer recommended for
estimating LV volumes and EF in a clinical context.

• Automated speckle tracking echocardiography: This technique uses advanced image
processing algorithms to track the movement of speckles (small acoustic markers)
within the myocardium throughout the cardiac cycle. Analysis of the deformation
of these speckles enables measurement of left ventricular deformation parameters
necessary to estimate left ventricular volumes and EF.

1.6 Conclusion

This chapter provided a comprehensive overview of the clinical background. It first high-
lighted the clinical aspect by presenting the anatomy of the heart, an explanation of the
cardiac cycle, and the role of the LV chamber. Moreover, it introduced the application of
the ultrasound imaging modality in cardiology. This section focused on the echocardio-
graphic examination and the basic principle of this technique. Then, it emphasized the
echocardiographic images by outlining their characteristics, the modes of imaging, and
the standard views of the heart. Finally, we described the process for assessing cardiac
function.
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Chapter 2

Technical Background

2.1 Introduction

Image processing involves modifying the characteristics of an image to enhance its infor-
mation for human interpretation and make it more suitable for perception by autonomous
machines. In the field of healthcare, digital image processing plays a crucial role. It is a
powerful tool that facilitates the analysis of medical images, providing accurate anatomical
information essential for diagnosis aid and early detection.

Artificial Intelligence (AI) has been successfully applied in various pattern recognition
applications. Early research on deep learning for medical image analysis has demonstrated
superior results compared to traditional techniques. Deep learning-based methods, in
particular, enable autonomous prediction without relying on predefined features. Deep
learning techniques are extensively employed in cardiovascular image analysis [8]. They
assist in the evaluation, diagnosis, and prognosis of cardiovascular diseases. These net-
works, specifically CNNs, extract high-level and low-level information from input images,
enabling the detection of complex image structures.

In this chapter, we will first introduce some conventional methods commonly used in
the initial step of medical image processing, known as image preprocessing. Subsequently,
we will describe the segmentation process, different types of segmentation techniques,
and the evaluation metrics utilized to assess segmentation results. Following that, we will
define the ANNs. Finally, we will present CNN and discuss the general CNN architectures
used for segmentation.
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Figure 2.1: Flow diagram of image preprocessing.

2.2 Image preprocessing

Image preprocessing refers to a series of operations performed on image data to prepare
and format it before being used in a specific process. In medical imaging, the main
objectives of image preprocessing are to reduce acquisition artifacts and standardize im-
ages across a dataset. The specific preprocessing requirements depend on the imaging
technique, the procedure used to acquire the data, and the intended workflow. Typical
preprocessing steps include noise removal and image enhancement (as illustrated in Figure
2.1). These steps aim to improve the quality of the image and enhance specific features
for better analysis and interpretation.

2.2.1 Image denoising

The purpose of denoising operations is to enhance image data by eliminating unwanted
noise and distortions, such as speckle noise. Speckle artifacts manifest as a granular
noise texture caused by the interference of wavefronts, and they degrade the quality of
echocardiographic images. In many cases, reducing speckle noise can be accomplished
through preprocessing filtering techniques. Some of these filters are listed below.

2.2.1.1 Gaussian filter

The Gaussian filter is a convolution operator. The following formula expresses the two-
dimensional digital Gaussian filter:

G(x, y) =
1

2πσ2
e
−
[
x2+y2

2σ2

]
(2.1)

Where σ2 is the variance of the Gaussian filter and (x, y) are the pixel coordinates.
This filter replaces the value of a pixel with the mean value of the surrounding pixels,

calculated based on a Gaussian distribution [41]. The filter works by convolving the image
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with a Gaussian kernel. This filtering operation effectively blurs the image, reducing noise
while preserving the overall structure and edges. It can also introduce distortions in an
image that contain sharp variations in pixel brightness [42]. The extent of blurring or
smoothing depends on the size of the Gaussian kernel or the standard deviation parameter
of the Gaussian distribution.

2.2.1.2 Mean filter

The mean filter, also known as the average filter, enhances the pixel value in an image by
replacing it with the average value of its grayscale neighborhood. It is a simple sliding-
window filter that replaces the central pixel value of the kernel window with the average
of all the pixel values within the window. The mean filter blurs and smooths images while
reducing noise. However, it can also result in a loss of image detail by reducing variations
in pixel intensities. Suppose that Rxy is the neighborhood window with size m×n and
(x, y) is the point center. For the gray level of the pixel (x, y) in image K, the mean filter
replaces the value J(x, y) with the mean of the grayscale of the surrounding pixels.

J(x, y) =
1

m ∗ n
∑

(u,v)∈Rxy

K(u, v) (2.2)

2.2.1.3 Median filter

The median filter is a nonlinear filter commonly used for noise reduction in image pro-
cessing. Unlike the mean filter, which uses the average value, the median filter replaces
the gray level of each pixel with the median value of the gray levels within a specific
neighborhood [43]. The principle of this filter is to arrange the pixel values within the
neighborhood window in ascending order. The median value replaces the concerned pixel.
Using the median instead of the average is less sensitive to extreme or outlier values.
Moreover, it effectively reduces image noise and results in better preservation of edges
and details of the image. The mathematical representation of the median filtered image
J(x, y) of the image K(u, v) is as follows:

J(x, y) = median
(u,v)∈Rxy

{K(u, v)} (2.3)

2.2.1.4 Wiener filter

The Wiener filter is also known as the Least Mean Square Filter. The Wiener filter
removes noise from each pixel in an image. It attempts to construct an image by applying
a mean square error constraint between the denoised and the original image. Hence, the
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mean square error is minimized as part of the Wiener filtering restoration process. The
Wiener filter produces better results than linear filtering. However, This filter requires
more computing time [44]. It analyzes data in the frequency domain but may fail to
recover frequency components degraded by noise. Its mathematical formula is as follows:

f(u, v) =

 H(u, v)∗

H(u, v)2 +
[
Sn(u,v)
Sf (u,v)

]
G(u, v) (2.4)

Where H(u, v): Degradation function, H(u, v)∗: Complex conjugate of H(u, v), G(u, v):
Transform of the degraded image, Sn(u, v): Power spectrum of the noise, and Sf (u, v):
Power spectrum of the original image.

2.2.2 Image enhancement

In image processing, image enhancement techniques play a crucial role in improving the
quality of an image by emphasizing relevant information and suppressing irrelevant details
[45]. Image enhancement can be used in specific applications by targeting different image
features such as contrast, edges, and boundaries. The goal is to enhance the dynamic
range of these selected features rather than increase the overall information richness of
the image data. Image enhancement techniques often focus on highlighting details through
increasing contrast and brightness. These techniques can be categorized into two main
divisions: frequency domain and spatial domain. Frequency domain techniques operate
on the frequency transform of the image, while spatial domain techniques operate directly
on the pixel values. In recent years, neural network-based approaches have been applied
for image enhancement. These approaches learn complex mappings between input and
output images. Hence, they effectively enhance various aspects of an image.

2.2.2.1 Contrast stretching

Contrast stretching is a strategy used to enhance low-contrast images that may arise
due to multiple factors, such as inadequate illumination, limited dynamic range in the
imaging sensor, or incorrect lens aperture settings during image acquisition [46]. The goal
of contrast stretching is to expand the pixel intensity values in the image to a desired
range by applying a linear scaling function to the original pixel values. The contrast
stretching process involves remapping or stretching the gray-level values of the image
so that the histogram covers the entire range of possible values. This transformation
effectively increases the difference in pixel intensities, resulting in an improved contrast.
The equation below expresses the contrast stretching:
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y =


αx, 0 ≤ x < a

β(x− a) + ya, a ≤ x < b

γ(x− b) + yb, b ≤ x < L

(2.5)

Where x: is the input image, y: is the output stretched image, (α, β, and γ): the
stretching constants, a and b: the lower and higher range, and ya and yb are defined as
follows:

ya = αx (2.6)

yb = β(x− a) + ya (2.7)

2.2.2.2 Histogram equalization

Histogram equalization is another technique based on the image’s histogram. It is a pop-
ular method used for contrast adjustment that provides a simple and effective way to
enhance an image by redistributing its gray levels based on the probability distribution
of the gray levels [47]. The main goal of histogram equalization is to achieve a more
uniform distribution of pixel intensities. In traditional histogram equalization techniques,
the histograms of all gray levels were equalized on average, resulting in a more balanced
distribution of pixel values across the entire range. However, these techniques can some-
times overstretch the gray levels, leading to wide histogram boxes and potential loss of
image details [45]. Histogram equalization adjusts the pixel intensities to be more uni-
formly distributed, enhancing the overall contrast of the image. This method can reveal
more details and improve the visual appearance.

Suppose X={(X(i,j)} a discrete grayscale image of L discrete gray levels, represented
as {X0, X1, X2,...XL}. For a given image X, the probability density function P (Xa) is
defined as:

P (Xk) =
nk

n
(2.8)

Where nk is the number of occurrence of gray level X and n is the total number of
pixels in the image. Additionally, let’s determine in the equation (2.9) the cumulative
distribution function C in accordance with P (Xk).

C(x) =
k∑

j=0

P (Xj) (2.9)

30



2.3. IMAGE SEGMENTATION

where x is Xk for k = 0, 1, 2, ...L− 1 and 0 ≤ C(Xk) ≤ 1

Histogram equalization uses the cumulative distribution function as a level transfor-
mation function to map the input image into the complete dynamic range (X0, XL−1).
Equation (2.10) presents a transformation function f(x) based on the cumulative distri-
bution function. f(x) indicates the intended histogram equalization output image.

f(x) = X0 + (XL−1 −X0)C(x) (2.10)

2.2.2.3 Contrast Limited Adaptive Histogram Equalization (CLAHE)

As opposed to the traditional histogram equalization that uses a single histogram for
the whole image, the adaptive histogram equalization method [48] computes many his-
tograms. Each histogram corresponds to a different image’s section. They are all used to
redistribute the image’s brightness values. A generalization of adaptive histogram equal-
ization is the Contrast Limited Adaptive Histogram Equalization (CLAHE) [49]. It makes
hidden features of the image more visible by balancing the distribution of the gray values.

2.2.2.4 morphological operations

Morphological operations are techniques used to eliminate imperfections in an image.
Morphology is an image enhancement method based on mathematical set theory that
removes noise while keeping relevant objects of interest. The main idea of these operations
is to apply a structuring element to an input image and produce an output image of the
same size. Morphology operates based on the shape and form of objects. The pixel
values of the output image are obtained by comparing the corresponding pixel in the
input image with its neighboring pixels. The fundamental morphological operations are
erosion, dilation, opening, and closing. These operations remove small unwanted elements,
fill gaps, smooth boundaries, and highlight or suppress certain image features depending
on the specific operation used.

2.3 Image segmentation

For precise image analysis, robust image segmentation is a required step. It is a crucial
component of computer vision technologies and algorithms. Image segmentation is the
process of dividing the image into various parts. Hence, it locates image objects and
boundaries [50]. It assigns labels to pixels in the image to classify them and distinguish
between different elements. Three main types of segmentation tasks result from this
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(a) (b)

(c) (d)

Figure 2.2: Image segmentation techniques [7]. (a) original image. (b) Instance segmentation
(per-object mask and class label). (c) Semantic segmentation (per-pixel class labels). (d) Panop-
tic segmentation (per-pixel class+instance labels).

distinction. Figure 2.2 shows a typical example of each type of segmentation applied to a
given image.

2.3.1 Types of image segmentation

• Instance segmentation (Figure 2.2b): assigns distinct labels for separate instances
of objects belonging to the same class [51]. It classifies the pixels based on these
instances of an object. Instead of knowing the region class, instance segmentation
divides comparable or overlapping regions based on the boundaries of objects.

• Semantic segmentation (Figure 2.2c): classifies the pixels in an image based on
the semantic classes. It distinguishes between object categories regardless of their
particular instances. Every pixel in this model belongs to a single class. The seg-
mentation model does not refer to any other context or data.

• Panoptic segmentation (Figure 2.2d): this is the more recent segmentation method
that combines the typically distinct tasks of semantic segmentation (assign a class
label to each pixel) and instance segmentation (detect and segment each object
instance). In panoptic segmentation, the goal is to give a unique class label to each
pixel in the image and indicate the class of the object and the instance it belongs
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to. It predicts the identity of each object, separating each instance of each object
in the image.

Semantic segmentation seems to be the method of choice for biomedical segmenta-
tion challenges. Since no object of the same type appears more than once. Especially in
echocardiography, semantic segmentation is more suitable than the other segmentation
type in this context. It assigns distinct labels to different cardiac structures. By labeling
each pixel according to the object it belongs to, semantic segmentation enables the accu-
rate delineation and localization of these structures. In this work, any pixel not belonging
to the LV structure is assigned to the background class.

2.3.2 Medical image segmentation metrics

In medical image segmentation, several metrics can assess the performance of automatic
segmentation approaches compared to manual ground truth annotations. These metrics
help quantify the accuracy and quality of the segmentation results.

Many segmentation metrics are computed based on the confusion matrix for a binary
segmentation task. All these indices are based on the cardinalities of the confusion matrix:
True Positive (TP ), False Positive (FP ), True Negative (TN), and False Negative (TN).
Some of these metrics for binary segmentation between the surface manually annotated
(Sm) and the surface automatically segmented (Sa) are listed below:

• Dice Similarity Coefficient (DSC) [52]: is also known as Sørensen-Dice index. It is
the most used metric. It calculates the overlap between Sm and Sa. DSC gives a
value between 0 (poor segmentation) and 1 (perfect segmentation). This metric is
calculated using the following formula:

DSC = 2× |Sm ∩ Sa|
|Sm|+ |Sa|

=
2TP

2TP + FP + FN
(2.11)

• Jaccard Coefficient (JC) [53]: is also known as Intersection Over Union (IOU).
It evaluates the similarity and diversity of the segmented region. This coefficient
is determined by dividing the intersection of two segmented areas by their union
(See eq.(2.12)). The IoU metric penalizes under- and over-segmentation more than
DSC [54].

JC =
|Sm ∩ Sa|
|Sm ∪ Sa|

=
TP

TP + FP + FN
(2.12)
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• Accuracy (Acc): is also known as Rand index or pixel accuracy. It presents the
proportion of correct positive and negative predictions to all other predictions. In
medical image segmentation, using accuracy metrics for evaluation is severely dis-
couraged. Since medical images often contain a single object of interest with a small
area of pixels, the accuracy metric always produces a high score because of the TN
inclusion (pixels annotated as the background).

Acc =
TP + TN

TP + TN + FN + FP
(2.13)

• Receiver Operating Characteristic (ROC): is a graph that shows the performance
of a classification model at all classification thresholds. The performance of a model
is measured through the true positive rate (TPR) against the false positive rate
(FPR) where:

TPR =
TP

TP + FN
and FPR =

FP

FP + TN
(2.14)

The Area Under the ROC Curve (AUC) [55] measures the entire two-dimensional
area under the ROC curve from (0.0) to (1.1). AUC is also used to validate machine
learning classifiers and binary segmentation methods. The AUC ranges in value from
0 to 1. A model whose predictions are wrong has an AUC of 0. However, a model
that gives correct predictions has an AUC of 1.

In addition to the region overlap-based indices, other metrics based on the spatial
distance provide a more accurate evaluation of contouring accuracy. They are frequently
limited to the pixels of the contour manually delineated Cm = u1, u2, ..., un and automat-
ically segmented Ca = v1, v2, ..., vn.

• Hausdorff Distance (HD): is a metric that measures the dissimilarity between two
sets of points. In the case of image segmentation, it quantifies the difference between
the segmented region and the ground truth region. It represents the maximum
distance between a point in one set (e.g., the segmented region) and the closest
point in the other set (e.g., the ground truth region). A smaller HD indicates a
better alignment between the two regions, implying a more accurate segmentation.
The following formula defines the HD:

HD = max(maxi{d(ui, Ca)}+maxj{d(vj, Cm)}) (2.15)

Where d(ui, Ca) = minj ∥ vj−ui ∥ presents the minimum of the Euclidean distances.
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• Mean Absolute Distance (MAD): is determined as the average of the absolute
distances using the Euclidean distance d as used in the HD. It indicates the global
disagreement between two contours. The MAD is the average error in segmentation,
whereas the HD is the maximum error. The MAD is calculated as follows:

MAD =
1

2

(
1

n

n∑
i=1

d(ui, Ca) +
1

n

n∑
j=1

d(vj, Cm)

)
(2.16)

Where d(ui, Ca) = minj ∥ vj−ui ∥ presents the minimum of the Euclidean distances.

2.4 Overview of neural networks

AI encompasses any action in which machines imitate the cognitive behaviors of humans.
Machines process large amounts of data to identify patterns and perform activities similar
to those performed by humans. Machine learning (ML) is a branch of AI that aims to
teach computers how to learn without being programmed for specific tasks [56]. ML
aims to develop algorithms capable of both learning from and predicting data. In ML,
a subset of interconnected neurons known as ANNs can solve complex problems. ANNs
are sometimes called neural networks. These models simulate the electrical activity of
the brain and nervous system [57]. They consist of connected processing elements called
artificial neurons or nodes. These neurons are organized in layers or vectors, where the
output of one layer serves as input to the next layer or even other layers. Figure 2.3
illustrates a typical example of an ANN. Generally, ANN includes an input layer, one
or more hidden layers, and an output layer. Each neuron connects to every neuron in
the subsequent layer or only to specific ones. Neurons are associated with weights and
thresholds. When the output of a neuron exceeds the defined threshold value, it becomes
activated and sends data to the next layer. This process of transmitting data from the
input to the output layers is known as forward propagation. The mathematical formula
for the forward propagation of each neuron is:

yj = f

(
bj +

i=n∑
i=1

wijxi

)
(2.17)

Where yj is the output of the j neuron, wij the weight of each input variable, bj the
bias term, n the number of input variables, and xi the input variable. The final output
is obtained next by applying the selected activation function f to each node output.
Different activation functions exist, such as Heaviside, piecewise linear, sigmoid, and
Gaussian [58]. Take for example, the sigmoid function. It is defined as follows:

35



2.4. OVERVIEW OF NEURAL NETWORKS

f(x) =
1

1 + e(−x)
(2.18)

As the neural network consists of many neurons that are arranged into successive
layers, the output layer’s value is calculated as follows:

Yk = ck +
nX∑
i=1

ajkXj (2.19)

Where Yk is the normalized output variables, ck the bias value of k output, ajk the
weight of each neuron, and nX the number of neurons. The number of neurons in the
input and output layers depends on the data. It is fixed by the users in the hidden layer.
Generally, it varies from one to the whole number of input variables in the hidden layer.

Figure 2.3: Artificial neural network with 5 layers [8]. The input and output layers are shown
in blue and green, respectively, while the hidden layers are shown in red.

In the beginning, all the weights of the networks have a random assignment. The
values are propagated through the layers when the network is activated. The propagation
is forward from the input to the output layer that makes a prediction, passing by the
hidden layers. The network has to be trained on data to make more accurate predictions.
Since the model knows the observed value in the training set, it is possible to calculate the
error obtained in the predicted output. A chosen loss function (cost function) computes
the error during training. The network learns from this error by updating weights and
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biases. This process is called backpropagation. The goal for backtracking is to propagate
the loss backward and utilize an appropriate optimizer technique such as Stochastic Gra-
dient Descent (SGD), Adaptive Moment Estimation (Adam) [59], and Root Mean Square
Propagation (RMS-Prop). The goal of using the optimizers is to change and adjust the
weights and biases of the neural network to lessen the error. The following equations
designate the SGD optimizer:

wl
ij ← wl

ij − ε ∗ ∂C

∂wl
ij

(2.20)

blj ← blj − ε ∗ ∂C
∂blj

(2.21)

where ε is the learning rate, C the loss function, wl
ij the weight of each input variable

at layer l, and blj the bias value of j neuron at layer l.
The principle of the training phase of a neural network is to repeat the forward prop-

agation from input to output and backward propagation several times until the error gets
below a predefined threshold (C(w, b) converges for all weights wl

ij and biases blj). How-
ever, the model prediction in the testing phase for new data is obtained by performing a
forward pass.

A model may become more complex to capture all the relationships that training
data inherently expresses. The complexity of an ANN model may have two unfavorable
effects. The first is that running a sophisticated model could take a long time. Second,
a large model can perform very well on training data because it can memorize all the
underlying relationships in trained data; However, it performs poorly on validation data
because it cannot generalize to unseen data. This phenomenon has the consequence
of making the model learn the statistical noise present in the training data, which has
the negative effect of causing the model to poor performance when tested on new data
(validation or test datasets). Hence, the generalization error increases because of the
overfitting problem. Overfitting occurs When a machine learning model predicts outcomes
accurately for training data but not for unseen data. There are multiple regularization
techniques to give more reliability and stability and lower the risks of overfitting, such as
L1 regularization, L2 regularization, Dropout [60], and Early stopping.

2.5 Convolutional neural networks

ANNs are rarely applied to images due to the higher dimensionality of 2D data. The
high number of features yields dense connectivity is computationally expensive for ANNs.
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CNNs are well-known deep learning architectures that are analogous to traditional ANNs
[61]. Compared to ANNs, CNNs are better at handling numerical arrays with two or more
dimensions. Less learning parameters are significantly needed for CNNs to perform better
on tasks involving images. LeCun et al. [62] built for the first time a CNN for handwritten
zip code recognition in 1989 and used the word (convolution), which is the original version
of LeNet [63]. CNNs identify the visual patterns directly from pixel images.

2.5.1 Main components of CNN

CNNs (See Figure 2.4) consist of multiple stacked layers such as a convolutional layer,
batch normalization, activation layer, pooling layer, and Fully Connected layer (FC):

0,95

Convolution Pooling Convolution Pooling Fully 

connected

Feature extraction Classification

...
... ...

Softmax

...

0,12

0,01

Input image

Figure 2.4: Illustration of convolutional neural network.

• Convolutional layer: is the core component used in CNN. It extracts the features
from the input image using fixed-size matrices called kernels or filters. Kernels are
moving over the input image to compute an element-wise multiplication between
the values in the kernel matrix and the input image value. The following formula
represents the convolution operation for an input image x:

X[u, v] =
m−1∑
i=0

m−1∑
j=0

C∑
c=1

w[i, j, c] ∗ x[u+ i, v + j] (2.22)

Where [i, j] indicates a value of row i and column j of an array, w the weights of
the filter of size m×m, C the number of channels of the input image, and X the
output layer (feature map).

Figure 2.5 shows the convolution operation as an illustration. The size of the feature
maps is determined by the number of filters (depth), the number of pixels that shift
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over the original image (stride), and the process of adding zeros to the input image
(padding).

0 0 0 0 0 0 0

0 6 0 5 2 3 0

0 4 2 7 3 2 0

0 4 0 0 0 5 0

0 9 3 0 4 0 0

0 2 3 0 5 9 0

0 0 0 0 0 0 0

0 1 1

0 1 0

1 1 0

Input image

kernel

5 3

×

Feature map

=

Figure 2.5: Typical example of a convolution operation.

• Batch normalization: has been introduced by Ioffe et al. [64]. The main idea behind
this technique is to increase the stability and return the input of each layer to
zero mean and constant standard deviation. It makes deep neural network training
faster [65]. Batch normalization can act as a regularization technique [64].

• Activation layer: is an element-wise function applied to the convolved result. It adds
nonlinearities to the CNN, which allows a multi-layer network to detect nonlinear
features. Many types of activation functions are used in CNN, e.g., hyperbolic
tangent activation function (tanh) [66], sigmoid, and Rectified Linear Unit (ReLU)
[67]. The ReLU activation function is the most used because it learns faster than
the other activation functions [68]. Furthermore, it performs better and avoids the
problem of vanishing gradient. The weights of a network with this vanishing gradient
issue cannot be updated, which decreases the network’s performance. When the
input is a negative value, the ReLU activation function returns 0, but when it is a
positive value, it returns x as follows:

f(x) =

0, x < 0

x, x ≥ 0
(2.23)

• Pooling layer: is commonly placed between two convolutional layers. It reduces the
resolution of the feature maps. The spatial size of each feature map is decreased
independently by two typical pooling strategies: max-pooling [69] and average pool-
ing [70] (See Figure 2.6). Pooling operation reduces the size of the region covered
by the filter to a single value (maximum or average, respectively). The objective of
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adding pooling layers in a CNN is to avoid the problem of overfitting by reducing
the number of parameters.

9 3 7 0

0 3 0 1

8 1 2 7

2 1 6 1

9 7

8 7
Pooling operation

Kernel = 2×2

Stride = 2

Average pooling

5 4

3 4

Max pooling

Figure 2.6: Typical example of pooling operations.

• Fully connected layer: is placed after the convolution and pooling layers, which
result in high-level features of the original image. FC uses these features to classify
the input image based on the training dataset into distinctive classes. Every neuron
in the FC layer is connected to each activation of the previous layer to produce global
semantic information. The classification probability is the last step in a CNN. It
uses a Softmax activation function after the FC layer to generate normalized values
in the range [0,1].

2.5.2 Standard segmentation architectures

Many researchers have explored deep learning-based segmentation algorithms, particularly
in medical imaging. The remarkable success of CNNs in solving classification problems has
motivated the application of these networks to image semantic segmentation. A design
in this domain is the Fully-Convolutional Network (FCN) (Long et al., 2015), which
can generate a segmentation map for an entire input image with a single forward pass.
However, deep CNNs for semantic segmentation can significantly increase the number of
learning parameters. In general, semantic segmentation involves pixel-level classification
of an input image. Researchers proposed organizing the layers into an encoder-decoder
architecture to address the challenge of increased parameter count while maintaining high
segmentation performance. These architectures represent improved versions of FCNs. The
encoder-decoder networks utilize an encoder network to downsample the input and extract
image features, while the decoder network performs upsampling to restore the extracted
features to the original image size. This process leads to the final segmentation image.
Our focus is on U-shaped segmentation architectures in this thesis. The following sections
will discuss these networks.
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Figure 2.7: U-Net architecture [9].

2.5.2.1 U-Net

U-Net architecture is an encoder-decoder network invented by Ronneberger et al. [9] in
2015 (See Figure 2.7). It has been used to solve a variety of medical image segmentation
issues successfully. The original architecture of U-Net is composed of four encoder layers
that create a contraction path, a bottom layer that acts as a bottleneck, and four decoder
layers that set up the expansion path. Each encoder layer is connected to its corresponding
decoder block by a skip connection to merge high-resolution local features with low-
resolution global features. The components of this architecture produce a U-like structure
to the network. The encoder path consists of two 3×3 convolution layers with the same
number of filters (ranging from 64 to 512 at each level). ReLU activation function follows
each convolution layer. Then a 2×2 max-pooling operation is applied to reduce the
spatial dimensions. The bottleneck consists of two layers of 3×3 convolutions, with a
ReLU activation function after each convolution (with 1024 kernels). The decoder part
starts with a 2×2 transposed convolution layer to re-cover the resolution of the input
image. After that, two 3×3 convolution layers are applied, followed by ReLU activation
functions. The decoder output goes through a 1×1 convolution layer with a sigmoid
or softmax activation function. Many advancements in U-Net architecture have been
proposed since the first version released by Ronneberger et al. [9].
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Convolutional module 

in each Encoder Block

Convolutional module 

in each Decoder Block

Figure 2.8: Overview of the LinkNet framework [10]. [Left]: Convolutional module in each
Encoder Block of LinkNet architecture. [center]: LinkNet architecture. [right]: Convolutional
module in each Decoder Block of LinkNet architecture.

2.5.2.2 LinkNet

LinkNet is an encoder-decoder architecture proposed by Chaurasia et al. [10] (illustrated
in Figure 2.8). This network connects the input of each encoder block to the output of its
corresponding decoder block. After each downsampling block, LinkNet tries to share the
information learned by the encoder with the decoder. By doing this, the decoder has few
parameters and can retrieve the lost information used by the decoder and its upsampling
operations. The low number of parameters improves the time needed for segmentation in
this network. LinkNet uses an initial block that contains a convolution layer with a kernel
size of 7×7 and a stride of 2, followed by a max-pooling layer of window size 2×2 and
stride of 2. The next portion of the encoder is a series of residual blocks (equivalent to
those included in ResNet-18 [71]). After that, each decoder block uses the method of full
convolution [72]. This technique is also implemented later in the final decoder block to
reduce the feature maps from 64 to 32, followed by 2D convolution. The network contains
at the end a full convolution as a classifier with a 2×2 kernel size.
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Figure 2.9: Attention U-Net architecture [11]. [Top]: Attention gate. [Bottom] Attention U-
Net.

2.5.2.3 Attention U-Net

This network was proposed by Oktay et al. in 2018 [11] (presented in Figure 2.9). The
main idea of the attention U-Net is to integrate attention gates in the skip connections of
the original U-Net. These components give the network the ability to focus on relevant
features. They allow paying attention to the object of interest without using explicit
localization modules. Each attention gate has two input vectors: x and g. The vector
g has better performance and smaller dimensions because it comes from a coarser scale
than the input query signal x. First, the two input feature maps pass into individual
1×1×1 convolution, after which they are added together. The ReLU activation function
is applied to the summation output. Second, another 1×1×1 convolution is carried out
but with sigmoid as the activation function. A resampling phase (trilinear interpolation)
is applied after the convolution operations to change the size of the attention coefficients
to be element-multiplied with the low-level query signal. Finally, the upsampled feature
maps at the lower level of the decoder are concatenated with the features received from
the attention gates. Due to the attention mechanism, attention U-Net focuses on learning
the target structures, even if they are small and with varying shapes.
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Figure 2.10: Overview of TransUNet architecture. (a) Graphic of the Transformer layer. (b)
TransUNet architecture.

2.5.2.4 TransUNet

TransUNet [73] includes an encoder and a decoder for encoding and decoding image data
to create a segmented image (See Figure 2.10), similar to the architectures described
above. TransUNet, in contrast to conventional U-Nets, learns both the high-resolution
spatial information from CNNs and the global context information from Transformers
by introducing self-attention mechanisms. It achieves this by using a hybrid CNN-
Transformer architecture as an encoder. First, CNN is used as a feature extractor to
generate a feature map for the input. The output of each level of the CNN (high-level
feature maps) is concatenated with the corresponding decoder level. The feature map of
the CNN is vectorized into a sequence of flattened 2D patches using trainable linear pro-
jection. Patch embedding is applied to 1×1 patches extracted from the CNN feature map
instead of the raw image. After that, the embeddings are passed into 12 transformers.
Each transformer layer consists of multi-head self-attention and multi-layer perceptron
modules. The output of the transformer layers has the shape of (n_patch, D), where D

represents the total length of the embedding. Reshaping is applied to obtain (D, H/16,
W/16) shape for the upsampling operations. H/16 and W/16 denote a reduction of the
heights and widths by a factor of 16 in the earlier encoding operations. On the other
side, the decoding process introduces a cascaded upsampler. It consists of multiple up-
sampling stages to decode the hidden feature and produce the final segmentation mask.
Each block includes a 2 × upsampling operator, a 3×3 convolution layer, and a ReLU
layer successively. By cascading these upsampling blocks, the output mask reaches the
full resolution (C, H, W ) with C: the number of objective classes, H: the image height,
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and W : the image width. TransUNet outperforms several other techniques, including
CNN-based self-attention techniques.

2.6 Conclusion

This chapter has provided the technical background for this thesis. The first section
introduced image preprocessing, covering various conventional methods commonly used
in the literature. The following part focused on the segmentation step, including its
definition, types, and evaluation metrics. Then, we presented an overview of ANNs,
highlighting their components and functioning. Finally, the last section emphasized the
significance of deep learning in the segmentation process, discussing the main parts of
CNNs and introducing standard segmentation architectures based on CNNs.

45



Chapter 3

Literature review

3.1 Introduction

Currently, cardiovascular diseases are considered the first cause of death in the world.
Therefore, the search for a system of analysis of echocardiographic images for a reliable
diagnosis is attracting the attention of many researchers. The importance of automatic
heart function quantification to early detect cardiovascular pathologies has increased with
the development of digital imaging and computing power. Indeed, precise quantitative
evaluation of heart anatomy and function can determine the most effective treatments.

There are many clinical applications used in the echocardiography imaging modality.
EF estimation and LV structure quantification are two clinical applications used in 2D and
3D echocardiography [74]. For that, the localization and segmentation of the LV in ED
and ES frames are crucial tasks. The manual delineation of the LV contour is complicated
and presents many drawbacks. Accordingly, several techniques have been proposed in the
literature to automate the assessment of LV performance in 2D echocardiography [75,76],
which is the focus of this thesis, and 3D echocardiograms [77–80]. The suggested methods
for 2D LV segmentation are various. Most of the studies present approaches for the LVEndo

segmentation because the delineation of this structure is enough to estimate the LVEF.
This chapter will present the different methods existing in the literature to segment

the LV structure to assess cardiac function in echocardiographic images. Three categories
can classify these approaches: conventional, shallow learning, and deep learning-based
methods. At the end of this chapter, we will present a summary of this chapter.
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3.2 Overview of the methods used to segment the left

ventricle and evaluate its function in 2D echocar-

diography.

Numerous studies have been conducted to automate the segmentation of the LV structure
in echocardiographic images. The segmentation of the LVEndo boundary was the primary
emphasis of the reported techniques. The following is an overview of the principal methods
used to segment the LV and assess the cardiac function with a quick explanation of each
approach. Figure 3.1 summarizes the set of the different works existing in the literature.

3.2.1 Conventional methods

Conventional methods encompass all traditional techniques that are not part of the ma-
chine learning domain. Previous surveys have extensively covered these methods used in
medical B-mode images, as seen in the study published by Noble et al. [75].

3.2.1.1 Image-based models

Thresholding models Thresholding methods are pixel-based techniques for image seg-
mentation. They are the most straightforward method because they rely on the intensity
differences between background and object pixels. As a result, thresholding segmenta-
tion distinguishes areas of an image that correspond to the objects of interest. Ohyama
et al. [81] proposed a method for LVEndo detection in echocardiograms based on ternary
double thresholding operation. Sigit et al. [82] also used thresholding with morphological
operations and triangle equation to detect and reconstruct the LV border. The main
disadvantage of thresholding is that we take pixel intensities and ignore any correlations
between them. There is no assurance that the thresholding technique will identify con-
tiguous pixels.

Edge-based techniques An edge signifies a transition in an image from one object or
surface to another. It defines the border between two regions having distinct features.
Edge-based segmentation is a method for processing images that detect the edges of dif-
ferent objects. Edge-based segmentation algorithms locate edges based on differences in
contrast, texture, color, and saturation. Anwar et al. [83] used adaptive thresholding with
a Canny edge detector to segment the heart wall cavity in two and four-chamber images.
However, using just Canny edge detection cannot obtain the contour of the heart cavity.
It was necessary to use the region area and collinear to enhance the results of edge identi-
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Figure 3.1: An illustration summarizing the principal methods proposed for the cardiac struc-
ture segmentation and the left ventricle function assessment.
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fication. These two operations can remove minor contours that don’t categorize as heart
cavities. Laine et al. [84] proposed a method based on wavelet-based edge detection for
border identification of the LV in 2D short-axis echocardiographic images. Another algo-
rithm proposed in [85] achieved the same purpose. They used the anisotropic generalized
Hough transform guided by a Gabor-like filtering. Although edge-based segmentation
techniques are effective, they are noise-sensitive. Moreover, they cannot be applied to
images with smooth transitions.

3.2.1.2 Deformable models

Active contour models Active contour models [86] are also known as snakes. They
are sequential methods that separate the important pixels of the image using energy
forces and constraints. An active contour model determines the real contour of objects
by deforming the initial boundary within an image. The idea behind these approaches is
to repeatedly minimize the energy function of the snakes to obtain smooth curves that fit
the image features. The energy of the snakes Esnake combines internal Eint and external
Eext energies (See eq.(3.1)). The internal energy tries to impose a smoothness constraint
on the model. Although, the external energy factor pulls the contour toward the features
of the image, such as edges or lines.

Esnake = Eint + Eext (3.1)

Chalana et al. introduced a multiple active contour technique for segmenting the LV
Endo and LV Epi in short-axis view images [87]. They used this method to characterize
the LV by detecting two planar curves corresponding to the LVEndo and LVEpi borders.
Mignotte and Meunier utilized statistical external energy in a discrete active contour for
LV Endo segmentation in short-axis parasternal images [88]. The energy minimization
was performed using Heitz’s multiscale optimization strategy [89]. However, Mishra et
al. proposed an active contour solution where optimization was achieved using a genetic
algorithm [90]. Hammo et al. [91] suggested external energy based on gradient vector
flow, which utilized optical flow to provide information about the heart’s mechanical
movement to the active contour model [91]. Singh et al. used optical flow to guide the
propagation of a fitted contour from one frame to another in conjunction with an active
contour approach [92]. A Gaussian-smoothed gradient of intensity was the basis for the
image force in the active contour. Despite the advantages of active contour techniques in
image segmentation, they have some limitations. They need a proper starting contour.
Moreover, the snake-deformation process takes a long time.
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Level set models Level set models are deformable implicit models proposed by Osher
and Sethian [93] in 1988. They are similar to active contours utilized as a numerical
methodology for tracking forms and interfaces. The main difference between active con-
tours and level sets is that active contours move predefined snake points directly, according
to an energy minimization strategy. However, the level set approaches move contours im-
plicitly as a specific level of a function. The level set function ϕ is determined by an
evolution equation known as an implicit active contour expressed as:

∂ϕ

∂t
= F |∇ϕ|, ϕ0(x, y) = ϕ(0, x, y) (3.2)

Where F = div( ∇ϕ
|∇ϕ|) indicates the speed function that controls the motion of the

contour, |∇ϕ| denotes the normal direction, and ϕ0 indicates the initial contour.
The level set approach has been widely used for LV segmentation in echocardiographic

images. Lin et al. [94] presented a variant of this method concept for the LVEndo bound-
aries segmentation at each frame of the echocardiographic image sequence. They proposed
a multi-scale level set framework integrating edge and region information across spatial
scales (pyramid levels). Yan et al. [95] applied the level set method to echocardiographic
images using an adapted fast marching technique. They employed an average intensity
gradient-based measure in the speed term to minimize mistakes caused by local feature
(intensity gradient) measurements. The authors used a parasternal short axis and an
A4C view sequence to evaluate the proposed method describing only qualitative findings.
Sarti et al. [96] reported a level set maximum likelihood technique for ultrasound image
segmentation, utilizing the Rayleigh probability distribution to model the gray levels of
ultrasound images. They employed an energy function with a density probability distribu-
tion and smoothness restrictions to create a partial differential equation-based flow. They
developed a level set formulation to find the minimum value of the model and segment
the image accordingly. Fang et al. [97] proposed incorporating temporal information into
the level set method. This method regularizes the curve evolution and overcome leakage
boundary problems caused by dropouts of the inner heart wall boundary. When seg-
menting both LVEndo and LVEpi, the contours may overlap due to variable contrast and
haziness. Dietenbeck et al. [98] introduced a constraint that enforces spacing between the
LVEndo and LVEpi to address this issue, utilizing a level set model constrained by a shape
formulation to segment both contours.

3.2.1.3 Statistical models

Active shape models Active shape models (ASMs) [99] are statistical models that
can represent the shape and textural data in a specific region. They involve iteratively
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deforming an initial form to fit the desired boundaries in an image. ASMs rely on a
training set of samples to create a statistical model that captures the variance in shape.
A fixed number of landmark points are used to define different forms. The shape space is
constructed as a statistical model centered around the average shape. The shape bound-
aries are determined during the training process based on local image attributes using the
training samples. ASM-based techniques often employ shape deformations that follow a
Gaussian distribution. Principal Component Analysis (PCA) is used to limit the degree
of shape deviations from the mean shape and capture the main patterns of variation in
the shape space. In summary, ASMs combine statistical modeling techniques with iter-
ative shape deformation to accurately represent and align shapes in images, allowing for
shape-based analysis and segmentation tasks.

A combination of ASM and ACM was proposed by Hamarneh et al. [100] for LVEndo

segmentation in 2D echocardiographic images. The proposed technique incorporates
ASM’s ability to produce structures comparable to those in a training set and ACM’s
skill in constructing connected and smooth borders. Paragios et al. [101] developed a
composite time-consistent 2D+time active shape model. The proposed model consists at
first of a training step where the shape model was created from a linear combination of a
diastolic and a systolic model obtained from a PCA applied to registered curves. Next,
there were two primary steps in the segmentation process. For each image in the sequence,
the LV boundary was segmented. As a result, it was possible to recover the similarity
transformation parameters and register the shape model in each frame. The ASMs on
echocardiogram video sequences were also used in [102]. The authors located and tracked
the LV region over a heart cycle by detecting and propagating the expert annotations
using ASM. Another framework was developed by Ali et al. [103] for 2D echocardiog-
raphy segmentation that incorporates ASM, Nakagami distribution, and means squared
eigenvalues error. Since ASM can deform and continually alter an initial shape to fit the
intended boundary by employing a set of points, the authors used it to handle speckle
noise and shadows. In this study, the Nakagami distribution was employed to increase
the visibility of the echocardiography borders. However, the mean squared eigenvalues
error reduces the total variance necessary for each landmark. ASMs were widely used for
recognizing and delineating anatomic structures. However, it has some limitations [104]:
low delineation accuracy, need for many landmarks, sensitivity to search range, sensitivity
to initialization, and inability to properly utilize the unique information inherent in the
image to be segmented.

Active appearance models Active Appearance Models (AAMs) are an extension of
ASMs proposed by Cootes et al. [105]. As a combined statistical shape-appearance model,
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an AAM characterizes image appearance and object shape over a set of samples. The
Gaussian modes of variation are used to define the intensity distribution prior. AAMs
can be used for image segmentation by reducing the difference between the model and an
image along with statistically reasonable shape-intensity variations.

Basch et al. [106] presented a modified AAM named active appearance motion model
applied on four-chamber echocardiographic image sequences of 129 patients. Nonlinear in-
tensity normalization was a crucial phase in their process which proved to be of significant
utility for accurate echocardiography results. The average distance between manual and
automatic landmark points was 3.3 mm on the test set. The active appearance motion
model gave more significant results than a classical AAM. Mitchell et al. [107] proposed
a 3D AAM for 2D+T four-chamber echocardiography data segmentation. The method
adapts itself in both space and time. During the model’s training phase, manually seg-
mented examples were used as input. The data for evaluating the proposed method are
the same data used in [106]. The endocardial average distance error was 3.9 mm, which
is slightly worse than the obtained results by Bosch et al. [106].

3.2.2 Methods based on shallow learning

Shallow learning refers to all machine learning algorithms and techniques that do not use
deep multi-layer neural networks or multi-layer perceptrons.

3.2.2.1 Clustering models

Clustering methods are techniques for performing pixel-by-pixel image segmentation. In
this kind of segmentation, we attempt to group adjacent pixels. A common exploratory
pattern grouping technique for image analysis that separates the input space into regions is
clustering. Some of the existing clustering methods include: K-means, improved K-means,
fuzzy C-Means (FCM), and improved fuzzy C-means (IFCM) [108]. In the segmentation
of the LV in the 2D echocardiography domain, K-means and FCM algorithms were used
in [109,110], respectively.

K-means K-means clustering is an iterative algorithm applied to unlabeled datasets
to find particular groupings based on similarities between the data. The number K rep-
resents the number of the groups. It attempts to divide the dataset into K separate,
non-overlapping clusters, with each data point belonging to just one group. In [109], they
combined modified K-means with an active contour model to segment echocardiographic
images in different views. The proposed method improved the computational time. The
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segmentation takes just 16 seconds for images of 400×500 pixels with the proposed ap-
proach, while it takes 950 seconds with conventional k-means. Although the K-means
approaches have advantages such as guaranteed convergence, guaranteed simplicity, and
a low time complexity, there are some limitations [111], such as the need to know in ad-
vance the number of clusters, the dependence of solution quality on the number of formed
clusters and the initial clusters, and the inadequacy of the method for non-convex data.

FCM FCM algorithm is an iterative clustering method that assigns data points to
clusters based on similarity. It minimizes Euclidean distance as a cost function between
each data point and the centroids of the various groups. The FCM produces effective
medical image segmentation results. However, FCM is sensitive to noise, which can
affect the accuracy of the segmentation results. To address this issue, Gupta et al. [110]
proposed a hybrid method for ultrasound image segmentation. Their approach combines
information from a modified FCM algorithm, called spatial constraint-based kernel FCM,
and distance regularized level set-based edge features. The hybrid method aims to improve
the segmentation accuracy by incorporating spatial constraints and edge information into
the FCM algorithm. The authors evaluated their approach using real and synthetically
generated ultrasound images to assess its performance.

3.2.2.2 Regression models

Regression analysis is a machine learning conception. It belongs to supervised learning
because the system learns using input features and output labels. By calculating the
impact of each variable on the others, regression analysis aids in creating a relationship
between the variables. Data scientists can predict a continuous outcome (y) using re-
gression in machine learning by applying mathematical techniques to the value of one or
more predictor variables (x). Given its simplicity in predicting and forecasting, linear
regression is the most widely used type of regression analysis.

Zhou et al. [112] proposed the generalized Image-Based Regression (IBR) for multiple-
output scenarios. The authors utilized a boosting strategy to extract features from a
redundant Haar-like feature set. The authors tested the proposed regressor on three tasks,
i.e., age estimation, tumor detection, and LV endocardial wall localization. It improved
regression performance while operating remarkably faster than traditional data-driven
techniques like the support vector regressor [113]. Mean error achieved 2.148 versus 2.423
with support vector regressor in the endocardial wall detection task. In [114], the authors
presented an enhanced version of IBR [112] called shape regression machine for the LVEndo

segmentation in A4C echocardiograms. This approach contains two stages and segments
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the ROI through statistical learning of the relationships between shape, appearance, and
anatomy. It derives a regression solution to object detection in the first stage, which
estimates a rigid form. In the second step, the algorithm estimates the nonrigid shape
by learning a nonlinear regressor. The proposed algorithm detects and segments the
LVEndo in about 120 ms. In addition, Zhang et al. [115] developed a model that uses
a regression task to learn the density probability from annotated training data. The
authors used a regressor by choosing relative features to create an additive committee of
weak learners based on a Haar-like feature, applying the gradient boosting method. The
proposed algorithm performs over 60% better than the ASM model in the endocardial
wall segmentation task.

3.2.3 Methods based on deep learning

The methods based on deep learning are the most used techniques for cardiac structure
segmentation and heart function study. Most of the studies selected in this section apply
their proposed methods to LVEndo (See Figure 3.2) because of their importance in cardiac
volumes and ejection fraction estimation. A summary of some relevant studies is given in
Table 3.1.

3.2.3.1 Deep belief networks

Deep Belief Networks (DBNs) are a type of deep neural network. Unlike CNNs, which
consist of one or more convolutional layers followed by fully connected layers, DBNs are
probabilistic generative models that consist of multiple layers of hidden units [116].

Carneiro et al. [117] used a deep learning framework to segment the LV in apical
long-axis echocardiograms. The proposed method utilized DBN [118] to forecast the
rigid transformation and deformable model parameters for localization and segmentation.
They evaluated the proposed method on two datasets: one with 400 annotated images
from diseased patients (12 image sequences) and another with 80 annotated images from
healthy cases (2 image sequences). The outcomes illustrated how DBN-based feature ex-
traction was resistant to changes in image appearance. Nascimento and Carneiro [119]
further improved the DBN-based architecture by incorporating sparse manifold learning
in the rigid detection stage, reducing training and inference complexity. Carneiro and
Nascimento [120] handled the coherence between temporally close frames to increase the
precision and robustness of the LV segmentation. The segmentation of the current car-
diac phase depends on earlier ones in the dynamic modeling method, which is based on
a sequential monte carlo framework [121] with a transition model. The results demon-
strated that this strategy outperforms their earlier study [122], which ignored temporal
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Figure 3.2: Pie chart demonstrating the segmentation of cardiac structures by deep learning
based methods selected in this thesis.

information.

3.2.3.2 Convolutional neural networks

Most studies have demonstrated that deep learning can produce significantly better per-
formance when compared with conventional machine learning methods. CNNs (Explained
in Section 2.5) are the most used network for LV segmentation and quantitative analysis
in 2D echocardiography.

Non U-shaped networks Lei et al. [123] introduced Cardiac-SegNet, an anchor-free
mask CNN designed for multi-structure segmentation in echocardiographic images. The
network consists of a backbone (2D ResNet), a fully convolutional one-stage object detec-
tor (FCOS) head, and a mask head. This backbone extracts multi-level and multi-scale
features from the input image. The FCOS head, which is anchor-free, detects the region of
interest (ROI) using the extracted features and represents the spatial relationship of the
targets. The mask head utilizes a spatial attention technique to segment each detected
ROI, highlighting relevant characteristics. Liu et al. [124] introduced a pyramid local
attention module to capture local feature similarities and improve segmentation accuracy.
This module enhances the network’s ability to capture fine-grained details and local con-
textual information. Shen et al. [125] proposed an intermediate supervision deep neural
network method to enhance LV segmentation from diverse data. This method utilizes
intermediate supervision, which involves introducing auxiliary loss functions at different
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intermediate layers of the network. This approach helps in guiding the training process
and improving the segmentation performance. Zeng et al. [126] presented MAEF-Net, a
multi-attention efficient feature fusion network, for automatic LV segmentation. The net-
work automatically identifies the ED and ES frames to calculate the LVEF. To properly
collect heartbeat features while reducing noise, the MAEF-Net method used a multi-
attention mechanism. It also utilizes a deep supervision mechanism and spatial pyramid
feature fusion to enhance feature extraction capabilities. The proposed techniques lever-
age multiple architectural components, attention mechanisms, and supervision strategies
to improve segmentation accuracy and robustness.

Other approaches provided an automatic segmentation methodology to address the
LV analysis problem using CNNs in the spatiotemporal domain. Chen et al. [127] pro-
posed a temporal affine network that performs three echocardiographic interpretation
tasks: standard cardiac plane recognition, LV landmark detection, and LV segmentation.
For evaluation, they gathered A4C sequences from 991 patients with 33047 images and
A2C sequences from 723 patients with 32551 images. The suggested approach reached
91.14% of Dice with a lightweight MobileNetV2 network [128] as a backbone. Using their
collected public dataset, EchoNet-Dynamic, Ouyang et al. [129] initially suggested seg-
menting the LV at the frame level using weak supervision from expert human tracings and
before predicting the LVEF for each cardiac cycle using spatiotemporal convolutions with
residual connections. The model segmented the LV with a DSC of 0.92 and predicted
ejection fraction with a mean absolute error of 4.1%. The model proposed in [130] aims
to provide an adaptive calibration mechanism that uses the spatiotemporal coherence be-
tween adjacent frames to address the primary difficulties caused by background speckle
noise in ultrasound image segmentation. The authors demonstrated that their method
had benefits, but they also declared that it had certain drawbacks, particularly in the
case of segmenting echocardiography videos with extremely irregular cardiac activity or
low contrast between the ventricle and its surroundings.

In the literature, some studies have proposed frameworks for incorporating uncertainty
into deep learning models, called Bayesian deep learning. This approach has been used
in [131] for the automatic LVEF evaluation in echo videos. Each weight in the deep learn-
ing model was described as a random variable with a Gaussian distribution. Uncertainties
in the estimation of LVEF can be modeled using this probabilistic approach. The results
demonstrated the superior performance of the Bayesian technique over a (2+1)D archi-
tecture based on ResNet18 using the EchoNet-Dynamic dataset. Jafari et al. [132] also
advanced Bayesian deep learning. The model was based on Bayesian U-Net to estimate
the LVEF based on segmentation of the LV in parasternal short-axis papillary muscles.
Dahal et al. [133] examined three ensemble-based uncertainty models using four metrics to
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get insight into uncertainty modeling for LV segmentation from ultrasound images. They
demonstrated how uncertainty can be used to automatically reject poor quality images
and enhance the results of segmentation methods.

U-shaped encoder-decoder networks The U-shaped networks are end-to-end CNNs
which gained popularity as a technique for medical image segmentation due to their
outstanding achievements [134]. U-Net was proposed by Ronneberger et al. [9] as the
original architecture of U-shaped networks. To our knowledge, Smistad et al. [135] are
the first to use U-Net to segment the left ventricle in 2D echocardiographic images. They
trained a U-net using images labeled by a Kalman filter-based segmentation method [136].
Over 1,500 ultrasound recordings (100,000 2D apical frames) were acquired from 100
patients to evaluate the suggested technique. Authors reported that U-Net achieved
comparable performance to the Kalman filter by using output data from this method
to train the CNN. Referring to this architecture, Kulkarni et al. [137] developed a CNN
incorporating feature extraction and denoising procedures for LV segmentation. It was
trained on 70 patients and tested on 12 patients. A comparative study of U-Net, Residual
U-Net [138], and Dense U-Net [139] algorithms was presented by Kim et al. [140] for the
cardiac structure segmentation and clinical indices. The entire private dataset used in
this study contains 500 patients (400 for training, 50 for validation, and 50 for testing).
Through the obtained results, this study demonstrated the need for further technical
development of fully automated deep learning methods to maintain clinical performance
and the urgent need for well-designed clinical validation studies. Gomez et al. [141]
used U-Net architecture to predict the LVEndo and the key landmark points within this
contour. The proposed approach makes use of a U-Net-based two-headed network (one
for predicting the contour points and the other head for predicting a distance map to the
contour). The performance advantages were up to 22% in terms of landmark localization
(<4.5 mm) and distance to the ground truth contour (<3.0 mm).

Leclerc et al. [18] conducted a study comparing deep learning-based and non-deep
learning methods for heart structure segmentation and clinical indices estimation using
the CAMUS dataset. The findings revealed that encoder-decoder architectures (U-Net)
outperformed non-deep learning approaches. Table 3.1 presents the evaluation results of
their proposed method. Azarmehr et al. [142] evaluated the performance of a modified
U-Net, as yet proposed by Leclerc et al. [18], for segmenting the LVEndo. They used
a private dataset of 61 patients with 992 annotated frames of A4C views. The results
indicated that the original U-Net model outperformed the other modified U-Net models
proposed by Leclerc et al., achieving an average DSC of 0.92±0.05 and a HD of 3.97±0.82.
Several subsequent studies utilized the CAMUS dataset to evaluate proposed methods for

57



3.2. OVERVIEW OF THE METHODS USED TO SEGMENT THE LEFT VENTRICLE AND EVALUATE
ITS FUNCTION IN 2D ECHOCARDIOGRAPHY.

Table 3.1: Deep learning-based methods for LV segmentation and assessment. The acronyms
DSC, HD, corr, mae, and rmse stand for: Dice Similarity Coefficient, Hausdorff Distance, corre-
lation coefficient, mean absolute error, and root mean square error, respectively.

Study Year Deep learning model
used

Dataset Measure Performance

[18] 2019 U-Net CAMUS

DSC(ED)
DSC(ES)
HD(ED)
HD(ES)
corr(LVEndo)
mae(LVEndo)

0.939 ± 0.043
0.916 ± 0.061
5.3 ± 3.6 mm
5.5 ± 3.8 mm
0.823
4.3

[129] 2020 Spatiotemporal convo-
lutions with residual
connections + weak
supervision

EchoNet-Dynamic
mae (LVEF)
rmse (LVEF)

7.35
9.53

[133] 2020 Uncertainty estimation
techniques on convolu-
tional network

CAMUS
EchoNet-Dynamic

DSC(CAMUS(ED))
DSC(CAMUS(ES))
DSC(Echo-Net(ED))
DSC(Echo-Net(ES))

0.932
0.911
0.930
0.899

[135] 2017 U-Net + Kalman filter for
generating labels

100 patients:
100,000 apical
images

DSC
HD

0.87 ± 0.06
5.9 ± 2.9 mm

[142] 2020 U-Net
61 patients:
992 images

DSC
HD

0.92 ± 0.05
3.97 ± 0.82 mm

[143] 2020 FCN + adversarial training
+ post processing

CAMUS
100 patients:
1,395 images

DSC(CAMUS)
/
DSC
HD

86.21% ± 9.9
/
92.13% ± 3.3
5.19 ± 7.6 mm

[144] 2019 U-Net + Anatomically
Constrained CycleGAN

427 patients:
854 A4C images

Mean DSC (ED)
Mean DSC (ES)
Mean HD (ED)
Mean HD (ES)

93.6% ± 2.9
90.2% ± 4.3
7.1 ± 3.2 mm
7.8 ± 3.0 mm

[145] 2021 TransBridge Echonet-Dynamic
DSC
HD

91.64%
4.185 mm

[146] 2018 U-Net + BiLSTM + opti-
cal flow

556 patients:
34,000 A4C images

Mean accuracy
Mean DSC

97.7%
92.7%

[147] 2020 Dense pyramid and deep
supervision network

100 patients:
10,858 A2C, A3C
and A4C images

DSC
HD

0.921 ± 0.046
5.75 ± 3.14 mm

[148] 2023 Bilateral lightweight deep
neural network

6,000 A4C images
DSC
Accuracy

0.9446
0.9742
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cardiac structure assessment in 2D echocardiography. Some of these studies suggested
improvements to the original U-Net architecture, for example, adding feature pyramids
in each decoder level of the dilated U-Net [149, 150]. This modification addresses the
limitation of ignoring the contribution of all semantic strengths during the segmentation
process. In other studies [151–154], authors replaced U-Net blocks with residual units.
Chernyshov et al. [155] tested 24 variations of U-Net and DeepLabV3+ [156] on the CA-
MUS and Cityscapes datasets. They modified the structural components, such as the
receptive field, number of layers, and convolutional filters, to create different models. The
experiments consistently showed high DSC values (0.86-0.90) on the CAMUS dataset and
lower DSC values (0.48-0.67) on the Cityscapes dataset for all models. Hesse et al. [157]
introduced active contour label correction to improve the segmentation performance of
U-Net with imperfect labels. They corrected inaccurate ground-truth labels in the train-
ing set by incorporating active contour. Sfakianakis et al. [158] presented an ensemble of
CNNs for segmenting the LVEndo, LVMyo, and LA. The ensemble combined five U-Nets
trained on the CAMUS dataset. The framework incorporated customized data augmen-
tation techniques to enhance learning capacity and generalization. They also introduced
a modified loss function with soft Dice similarity and anatomical constraints. The seg-
mentation accuracy on the CAMUS test set was reported as a DSC of 0.94/0.929 and
an HD of 4.7/4.7 mm for ED and ES, respectively. Wei et al. [159] proposed CLAS, a
method using 3D U-Net [160] as a shared feature extractor. CLAS produced segmenta-
tion maps over the entire cardiac cycle while aiming to maintain temporal consistency.
During training, CLAS predicted deformation fields for propagating the annotations. The
proposed approach achieved LV volume and EF estimation, with Pearson correlations of
0.958, 0.979, and 0.926, respectively, on the test set. In their subsequent work [161], Wei
et al. presented a multi-task semi-supervised framework called MCLAS, which improved
their previous CLAS method [159]. MCLAS allowed view identification, cardiac structure
segmentation, and EF calculation. It outperformed the CLAS framework in LV volume
and EF estimation, achieving Pearson correlations of 0.975, 0.983, and 0.946, respec-
tively. Using a 10-fold cross-validation research design with data augmentation, Chen
et al. [162] compared CLAS against a previous state-of-the-art frame-level segmentation
technique [163]. They also assessed the generalizability of CLAS trained on the CAMUS
dataset to the EchoNet-Dynamic dataset. With the CAMUS dataset, CLAS achieved
correlations of 0.983, 0.969, and 0.883 for LVEDV, LVESV, and LVEF, respectively. On
the EchoNet-Dynamic dataset’s test set, which included 1274 patients, CLAS yielded a
median absolute error of 4.9%±5.4 in EF estimation.

The EchoNet-Dynamic dataset has also been used in other studies to validate U-
shape-based methods for automated segmentation of the LVEndo and assessment of left
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ventricular function in echocardiography [164]. Other works have used the CAMUS and
EchoNet-Dynamic datasets, sometimes adding private datasets. Liu et al. [165] pro-
posed a deep learning method based on a modified U-Net with symmetric architecture
called DPS-Net. It was evaluated on 36890 frames of 2D echocardiography from 340 pa-
tients, CAMUS, and EchoNet-Dynamic datasets to demonstrate its adaptability to var-
ious echocardiographic systems. For 2D echocardiographic segmentation and landmark
detection, Yang and Sermesant [166] examined how to incorporate shape constraints from
global, regional, and pixel-level into an original U-Net architecture. Pixel-level shape
constraint is more effective with 0.931/0.895 of DSC and 4.99/12.56 of HD, according
to the evaluation results on the CAMUS/EchoNet-Dynamic datasets. Puyol-Antón et
al. [167] presented a novel AI method for extracting sophisticated biomarkers from LV
systolic and diastolic performance using the entire cardiac cycle segmentation. The nnU-
Net model [168] was the basis for the proposed AI model, which was trained and tested
using four different datasets. The framework achieved DSC of 0.931/0.922 with CAMUS
and 0.935/0.926 with EchoNet-Dynamic in ED/ES, respectively. The authors declared
that their method presented significant results but has some drawbacks. They intended
to validate it more thoroughly by utilizing data annotated with ground truth along the
cardiac cycle. Using U-Net and DeepLabV3 architectures, Saeed et al. [169] tested the
effect of contrastive learning in segmenting the LV from echocardiography. The proposed
solution reached a DSC of 0.9252 on EchoNet-Dynamic. The authors demonstrated that
contrastive pretraining enhances LV segmentation ability, especially when annotated data
is limited.

3.2.3.3 Generative adversarial networks

In recent years, a great deal of research has been done on Generative Adversarial Net-
works (GAN) [170], which are deep-learning-based generative models. They achieved
significant progress in different challenges of the computer vision field, e.g., image gen-
eration, image-to-image translation, and facial attribute manipulation [171]. Two sub-
models in competition with each other, as depicted in Figure 3.3, construct the GAN
model architecture: a generator model for creating new instances and a discriminator
model for determining whether generated examples are real or fake. For LV segmen-
tation in echocardiographic images, Arafati et al. [143] proposed a novel generalizable,
fully automatic multi-label segmentation method for A4C view echocardiograms. It is
based on deep FCNs and adversarial training. The GANs were used for pixel classifica-
tion training. The authors used 1395 annotated images of 100 patients and the CAMUS
dataset to validate the proposed algorithm. DSC results on the CAMUS dataset were:
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86.21%±9.9 and 67.81%±27.8 of LV and LA, respectively. GANs were also utilized in LV
segmentation context for echocardiographic image generation [172] and quality transla-
tion and improvement [144, 173–175]. Gilbert et al. [172] suggested synthesizing labeled
2D echocardiography images for LV segmentation using anatomical models and Cycle-
GAN [176]. Jafari et al. [173] used a constrained cycleGAN to improve the image quality
from a point-of-care ultrasound (POCUS) device. This study uses a total of 1089 echo
studies from 841 patients. An average improvement of 30% and 34 mm of DSC and
HD was obtained in the LV segmentation. Escobar et al. [174] presented a GAN archi-
tecture, called an UltraGAN, to enhance CAMUS images before segmenting the cardiac
structures. The proposed network integrates frequency loss functions and an anatomical
coherence constraint. The generator and discriminator in UltraGAN are CycleGAN [176]
and PatchGAN [177], respectively. A simple U-Net was used to compare the segmenta-
tion results on the original and enhanced images. The authors found that training U-Net
with enhanced data by Ultra-GAN can boost the echocardiogram segmentation results. A
multi-space adaptation-segmentation-joint network for extracting the LVEndo and LVEpi

in echocardiography, termed MACS, was proposed by Chen et al. [178]. It adopted a
GAN architecture to handle the cross-domain echocardiography analysis. DSC and HD
achieved 0.9033 and 5.65 for LVEndo segmentation.

Figure 3.3: Typical example of GAN architecturea. The generator transforms noise into an
imitation of the data to try to trick the discriminator network. The discriminator tries to identify
real data from fakes created by the generator network.

ahttps://mgubaidullin.github.io/deeplearning4j-docs/generative-adversarial-network.html

3.2.3.4 Transformers

The idea of transformers was first presented by Vaswani et al. [12] in 2017. They developed
the transformers as a new attention-driven building block for machine translation. These
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attention blocks are specific layers of neural networks that combine data from the entire
input sequence [179]. Although the Transformer architecture has an encoder-decoder
structure, it does not use convolutions or recurrence to produce an output (See Figure
3.4). Vision Transformers (ViTs) [180] are the most common transformers architecture.
ViTs are constructed by cascading many transformer layers to capture the overall context
of an input image. A sequence of vectors is created by dividing an image into fixed-size
patches, linearly embedding each one, adding position embeddings, and then feeding the
assembled vectors to a conventional Transformer encoder.

Figure 3.4: The encoder-decoder structure of the Transformer architecture [12].

A lightweight Transformer for LV segmentation in echocardiography called Trans-
Bridge was proposed by Deng et al. [145]. The architecture combines a CNN encoder-
decoder structure and a transformer structure. To combine the multi-level characteristics
extracted by the CNN encoder and create global and inter-level dependencies, the trans-
former layers connect the CNN encoder and decoder. The patch embedding layer of the
transformer has been redesigned using the shuffling layer [181] and group convolutions
to minimize the number of parameters. The architecture efficiency was tested on the
EchoNet-Dynamic dataset. The reached value of DSC was 91.4%. The same concept
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of merging the transformer and CNN to segment the LV in echocardiographic images
was applied in [182]. The Transformer and CNN branches receive a single-frame image,
respectively. The derived multi-scale feature maps are then combined in the fusion mod-
ule. The bridge attention module calculates the segmentation map after calculating the
attention using three-layer fusion features. The authors also used the EchoNet-Dynamic
dataset to evaluate the proposed method. The obtained DSC increased to 92.4%. An ap-
proach proposed by Reynaud et al. [183] directly and automatically computed the LVEF

after detecting the ED and ES frames from ultrasound videos. The framework includes
a residual auto-encoder network and a BERT model [184]. It estimated the LVEF with a
mae of 5.95 in the EchoNet-Dynamic dataset.

3.2.3.5 Recurrent neural networks

A recurrent neural network (RNN) is a neural sequence model capable of learning features
and long-term dependencies from sequential and time-series data [185]. RNN can simulate
a data series so that prior samples are reliant on the current ones. Figure 3.5 shows that
RNNs are best suited for sequence data where a point in the series can be paired with
information from earlier points since they feed their output back as input. Gradient
vanishing and exploding problems are the main drawbacks of RNNs. A version of RNN
called Long Short-Term Memory (LSTM) [186] networks was developed to solve these
disadvantages. The LSTM model is trained using back-propagation.

A recurrent neural network (RNN) (Figure 3.5) is a neural sequence model designed
to process sequential and time-series data by capturing dependencies between different
elements in the sequence. Unlike feed-forward neural networks, RNNs have feedback
connections that allow information to be passed from one sequence step to the next. The
main advantage of RNNs is their ability to capture long-term dependencies and contextual
information in sequential data. However, traditional RNNs suffer from the problems
of gradient vanishing and exploding during training. These problems occur when the
gradients become very small or large, making it difficult for the model to learn effectively.
As a result, RNNs may struggle to capture long-term dependencies or make accurate
predictions. The Long Short-Term Memory (LSTM) network was introduced in [186]
to overcome these limitations. LSTMs are a variant of RNNs designed to alleviate the
gradient vanishing and exploding problems. They achieve this by incorporating memory
cells and gating mechanisms that regulate the flow of information within the network.

Most RNN-based methods for LV segmentation and assessment of its function in
echocardiograms analyze temporal information during the cardiac cycle. Jafari et al. [146]
developed a deep learning framework by combining U-Net, stacked bidirectional convolu-
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Figure 3.5: A recurrent neural network architecture [13].

tional LSTM, and inter-frame optical flow [187] to segment one target frame (ED and ES
frames) using multiple frames. The authors used a dataset with 648 A4C echocardiograms
collected from 566 patients for evaluation. The results showed that the suggested method-
ology segmented data with a notable high accuracy of 97.9% and a standard deviation
of less than 1%. Ge et al. [188] proposed a k-shaped network of end-to-end deep neural
networks for multiview segmentation and multidimensional quantification of the LV in
A4C and A2C echocardiography sequences. In this framework, spatial-temporal infor-
mation in the cardiac activity was effectively captured by the Bi-ResLSTM implemented
in the bidirectional recurrent [189] and the shortcut connection of convolutional LSTMs.
The authors used 2000 2D echo images of 50 participants from 2 hospitals for evaluation
and achieved a DSC of 91.44±4.02 and 90.44±4.20 in A4C and A2C, respectively. Li
et al. [147] developed a multiview recurrent aggregation network for echocardiographic
recordings segmentation with cardiac cycle analysis. This method was evaluated on the
CAMUS dataset and a private dataset of 13500 2D echocardiographic images collected
from 150 patients, reaching an AUC of 0.9997 on CAMUS data. Lin et al. [190] proposed a
convolutional long-short-term-memory attention-gated U-Net (CLA-U-Net) for automatic
LV segmentation in 2D echocardiograms. In the encoder part of the U-Net, they added
a convolutional long-short-term memory block to capture temporal information between
the frames and integrated a channel attention mechanism in the skip connections. From
the EchoNet-Dynamic test set, the LV was segmented with a DSC of 0.9311.
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3.3 Conclusion

In recent years, there has been a growing interest in LV assessment in 2D echocardio-
graphy, which has captured the attention of numerous researchers. This chapter pro-
vides a literature review in this field of research, categorizing the state-of-the-art methods
into three groups: conventional techniques, shallow learning-based algorithms, and deep
learning-based frameworks. Our survey reveals that deep learning-based approaches, par-
ticularly U-shaped encoder-decoder networks, are the most commonly utilized techniques
for LV segmentation and cardiac function assessment in 2D echocardiography.
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Chapter 4

Impact of attention mechanism on
U-Net architecture for the Left
Ventricle segmentation

4.1 Introduction

Over time, cardiovascular research has advanced to help in the early diagnosis of cardiac
disorders. The segmentation of the cardiac structures in 2D echocardiographic images,
especially the LV, is the subject of intense research. Generally, the image segmentation
technique is an important and challenging step in image processing because it can locate
the relevant objects of the image. Accurate segmentation of the LVEndo in ED and ES
frames facilitates the cardiac function assessment. It can successfully replace the manual
delineation of the LVEndo in clinical routine, which suffers from different complications.
The adoption of automatic segmentation techniques may aid in resolving these problems,
as well as decrease intra- and inter-user discrepancy.

The automatic methods used to automate the task of LV segmentation are based
on deep CNN-based models. The convolutional neural network U-Net, one of the most
promising deep learning algorithms for the segmentation of medical images, is the basis of
our research in this chapter. Various developments have been made in the original U-Net
architecture to get the best version that fits the investigated domain. An important prop-
erty sought in image processing networks is their ability to concentrate on relevant objects
while disregarding irrelevant areas, which can be achieved through attention mechanisms.
This chapter examines the impact of attention gates on two modified U-Net architectures
for LV segmentation in echocardiographic images.

In the subsequent sections of this chapter, we will describe the principles of the pro-
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posed method, including image preprocessing and segmentation. We will then present
the design of experimental setups and the results obtained from each experiment. These
results will be discussed in the subsequent section. Finally, we will provide the main
conclusions and summarize the essential points of this chapter.

4.2 Methods and procedure

We present in this section the proposed CNN method and procedures used to segment
the LV in echocardiographic images.

4.2.1 Image preprocessing

Images must be scaled to a specific size before being fed into a CNN, as CNNs receive
inputs of the same size. Large images take up significant memory space and require large
neural networks. As a result, the complexity of the memory space and the computational
time increase. Thus, the size of input images is chosen based on a compromise between
accuracy and processing efficiency. Images might lose information when we apply the re-
sizing operations on them. Cropping the border pixels or scaling down using interpolation
are two approaches for resizing down to a fixed size [191]. In both cases, it is possible
to lose information. Scaling runs the probability of distorting features or patterns across
the image. However, cropping may delete features that exist in the border areas. Scaling
is a better option for reducing the dimension of larger images to the desired size because
it presents less risk than losing patterns. The first step in the proposed method is to
resize the original images using scaling down instead of cropping. For training a CNN,
the resolutions of the input images commonly range between 64×64 and 256×256. In this
thesis, We chose the dimension of 256×256 as the desired size of the input data.

Among the causes that prevent the extraction of important feature information is the
degradation of image quality. An image enhancement improves the quality of echocar-
diographic images. This preprocessing technique can better display the structure of the
heart. The main goal of image enhancement is to reveal hidden details or to boost the
contrast of poor images. Furthermore, it is an essential step to improve the segmentation
results and offers a wide range of options for enhancing the quality of images. Histogram
equalization is one of the most widely used contrast-enhancing algorithms. Therefore, we
applied this technique because of the poor contrast and heterogeneity of the echocardio-
graphic images. Figure 4.1 presents examples of the three types of CAMUS images (good,
medium, and poor quality) before and after histogram equalization. Figure 4.2 illustrates
the histogram graphs of each image.
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(a) (b) (c)

(d) (e) (f)

Figure 4.1: Histogram equalization of CAMUS images. (a-b-c) Good, medium, and poor
qualities, respectively. (d-e-f) Histogram equalization of (a-b-c) images, respectively.

Data augmentation is a technique used to prepare data before feeding it into a CNN.
It involves creating modified copies of existing data. The created data artificially increase
the training set size. Data augmentation offers several benefits, such as improving the
generalization and robustness of the trained model. It can also help prevent overfitting by
introducing variations and diversifying the training samples. However, data augmentation
also has certain limitations, such as the need for reliable evaluation systems to assess the
quality of augmented datasets.We didn’t implement data augmentation in the experiments
conducted in this thesis. Data augmentation can introduce noise and artifacts into the
augmented data. Echocardiographic images are already noisy, augmenting it further may
not be advisable, as it could exacerbate these issues.

4.2.2 Proposed segmentation architecture

4.2.2.1 U-Net 1 and U-Net 2

Due to the success of the U-Net architectural network in the segmentation of medical
images, our proposed method is based on U-Net architecture. We tested the impact of
attention mechanisms on two modified U-Net.

There are many different U-Net designs presented in the literature. Leclerc et al. [18]
proposed two modified U-Net implementations for the cardiac structure segmentation
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(a) (b) (c)

(d) (e) (f)

Figure 4.2: Histogram graphs corresponding to images in Figure 4.1.

in the CAMUS dataset. These two architectures are called U-Net 1 and U-Net 2. U-
Net 1 design was based on the model proposed by Smistad et al. [135], and U-Net 2 was
adapted from their previous work [192]. U-Net 1 and U-Net 2 were optimized for speed and
accuracy, respectively. The comparison between these two architectures authorizes the
examination of the effects of hyper-parameter and architecture selections on the quality
of the segmentation outcomes. As depicted in Table 4.1, the main differences between
U-Net 1 and U-Net 2 are:

• U-Net 1 has six levels and fewer filters, while U-Net 2 has only five levels and more
filters. Thus, U-Net 1 is a deeper model, while U-Net 2 is a broader architecture.

• The resolution in the last level of the encoder part of U-Net 1 and U-Net 2 are 8 ×
8 and 16 × 16, respectively.

• In the decoder path, U-Net 1 uses an upsample layer (UpSampling2D) with a kernel
size of 2 × 2. U-Net 2 uses a transpose convolutional layer (Conv2DTranspose) that
applies an inverse convolution operation (Deconvolution).

• Batch normalization has not been used in U-Net 1 but has been added after each
convolution of U-Net 2.

• Both models do not include spatial dropout as it tends to reduce performance.
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Table 4.1: The main differences between U-Net 1 and U-Net 2 architectures. Reproduced
from [18].

Network characteristic U-Net 1 U-Net 2

Feature maps 32 ↓ 128 ↑ 16 32 ↓ 512 ↑ 32

Lowest resolution 8 × 8 16 × 16

Upsampling scheme 2 × 2 repeats Deconvolutions

Normalization scheme / BatchNorm

Spatial dropout / /

4.2.2.2 Attention mechanism

Attention modules have been widely utilized in CNN networks. Models with these gates
learn to focus and amplify the relevant features while suppressing the irrelevant regions
[193]. They are added into the skip connections right before the concatenation layers
in the case of U-Net architecture [11]. They make it possible to process feature maps
transmitted via skip connections and propagate only the most crucial spatial data to the
expansion path. In this chapter, we investigate the impact of attention mechanisms on
U-Net 1 and U-Net 2 models for the task of LVEndo segmentation in echocardiographic
images. Specifically, we examine U-Net 1, U-Net 2, attention U-Net 1, and attention
U-Net 2.

We used soft attention gates presented in [14] and adapted from [11]. They exhibited
an improvement in segmentation performance. The attention gates with U-Net architec-
ture are depicted in Figure 4.3. The attention gate consists of several successive operations
and takes two inputs: the input signal from the encoder and the gating signal collected
from a coarser scale in the decoder. Element-wise sum and 1×1 convolution are applied
to these input tensors to obtain the attention coefficients transformed then using ReLu
and Sigmoid functions. An element-wise multiplication is performed between the input
signal and attention coefficients. The concatenation layer joins the relevant features to the
output of upsampling. Following the approach proposed by Abraham et al. [14], attention
gates are applied in all skip connections except the last one to avoid over-suppression (See
Figure 4.3).

We incorporated the attention modules into U-Net 1 and 2 to evaluate the effectiveness
of the attention mechanism on U-shaped networks. Table 4.2 illustrates the number of
parameters before and after integrating the attention gates.
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Figure 4.3: Structure of U-Net with attention mechanism proposed in [14].

Table 4.2: Number of parameters of each model

Network Total Trainable Non-trainable
parameters parameters parameters

U-Net 1 1.976.593 1.976.593 0

Attention U-Net 1 3.504.793 3.501.657 3.136

U-Net 2 17.476.657 17.466.385 10.272

attention U-Net 2 21.236.471 21.222.039 14,432

4.2.2.3 Deep supervision

The concept of deep supervision was proposed by Lee et al. [194]. In the U-Net architec-
ture, deep supervision has been added to the output map of the decoder channel. The
idea behind this strategy is to introduce each final layer of each decoder stage into a 3×3
convolutional layer followed by an upsampling operation and a sigmoid function. After
that, it averages the feature maps of all the outputs of the expansion path. Deep su-
pervision requires semantic discrimination at all scales from intermediate levels of U-Net
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architecture. In attention U-Net, it ensures that the attention module can affect the
responses to different visual foreground content.

4.3 Experiments and results

4.3.1 CAMUS dataset description

Cardiac Acquisitions for Multi-structure Ultrasound Segmentation (CAMUS)1, is an open-
access dataset used for multi-structure ultrasound segmentation. The dataset was col-
lected from the University Hospital of Saint-Étienne (France) using GE Vivid E95 ultra-
sound scanners equipped with a GE M5S probe and EchoPAC analysis software. This
dataset incorporates 2D A2C and A4C sequences from 500 patients in total. The image
sequences are represented in polar coordinates and exported from the GE system as sets
of B-mode images. The same interpolation method was used to express each image in
Cartesian coordinates with a unique grid resolution. The resolution is λ/2 = 0.3 mm along
the x-axis parallel to the probe and λ/4 = 0.15 mm along the z-axis perpendicular to it,
where λ represents the wavelength of the ultrasound probe. Each view for every patient
consists of at least one complete cardiac cycle to enable the manual annotation of cardiac
structures at ED and ES. The manual annotations were provided only in the training
folder for 450 patients (1800 images). The labeled cardiac chambers in each image are
LVEndo, LVMyo, and LA (as presented in Fig4.4). CAMUS is a highly varied dataset in
image quality (good, medium, and poor qualities) and disease cases. It contains clinical
metrics (LVEDV, LVESV, and LVEF) for each patient. Additionally, it provides information
about the age and sex of each patient..

4.3.2 Contrast enhancement using histogram equalization

In general, echocardiographic images often exhibit low contrast. We utilize the CAMUS
dataset in this chapter to validate the proposed method. The dataset consists of images
with different levels of quality, with 35% (good quality), 46% (medium quality), and
19% (poor quality). The percentage of medium and poor quality images is higher than
than the good quality images percentage. This observation motivated us to investigate
the application of histogram equalization as a contrast enhancement technique before
applying deep learning algorithms for segmentation. In this section, we compare histogram
equalization and other contrast enhancement methods.

1https://camus.creatis.insa-lyon.fr/challenge/
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.4: Typical images from the CAMUS dataset with their respective ground truths of
the same patient. (a) image A2C in the ES. (b) image A2C in the ED. (c) image A4C in the
ES. (d) image A4C in the ES. (e) image mask of (a). (f) image mask of (b). (g) image mask of
(c). (h) image mask of (h). The outlined structures are LVEndo (dark gray), LVMyo (light gray),
and LA (white).
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4.3.2.1 Performance metrics

The performance metrics quantify the effectiveness of an image enhancement operation.
They can quantitatively measure the features of an image. The performance of the pre-
processing methods tested in this chapter is assessed using: Mean Squared Error (MSE),
Peak Signal to Noise Ratio (PSNR), Structural Similarity Index (SSIM), entropy, Abso-
lute Mean Brightness Error (AMBE), and visual appearance. Each evaluation metric is
described as follows:

• Mean Squared Error (MSE): is the mean squared difference between the original
image and the resulting image by an estimate. A higher value of MSE indicates
a higher disparity between the original image and the processed image. MSE is
defined by the following formula, where m and n are the width and height of the
images, A is the enhanced image, B is the original image, and (i, j) is the row and
column pixels of the original and enhanced images.

MSE =
1

m ∗ n

m−1,n−1∑
i=0,j=0

[A(i, j)−B(i, j)]2 (4.1)

• Peak Signal to Noise Ratio (PSNR): measures the ratio of the peak signal power
(the maximum possible power of the signal) to the power of the distortion or noise
introduced during the compression or reconstruction process. PSNR is usually ex-
pressed in decibels (dB) to account for the logarithmic scale of human perception.
A higher PSNR value indicates less distortion or noise in the reconstructed image
compared to the original, implying better quality. The PSNR is calculated based on
the MSE, which quantifies the average squared difference between the pixel values
of the original and reconstructed images. The formula for calculating PSNR is as
follows:

PSNR = 20 log10

(
MAXa√
MSE

)
(4.2)

Where MAXa is the maximum pixel value of the image. It is 255 when the pixels
are represented with 8 bits per sample.

• Structural Similarity Index Measure (SSIM): is a technique to measure the similarity
between two images. It is based on the visible structures in the image and can
quantify the degradation of image quality. The following equation defines the SSIM:
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SSIM =
(2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
(4.3)

• Entropy: it is possible to describe the texture of the input image using entropy, a
well-known statistical measure of randomness. It allows us to evaluate the degree of
detail of the enhanced image. Higher entropy indicates better preservation of visual
features. The following equation defines the entropy:

Entropy =
n∑

i=1

pi log2(pi) (4.4)

Where pi value is the occurrence probability of a particular pixel.

• The Absolute Mean Brightness Error (AMBE): is a metric used to evaluate the
quality of an image enhancement. It quantifies the absolute difference between the
mean brightness of the original image and the enhanced image. A lower AMBE
value indicates that the enhanced image has preserved the original brightness more
accurately. The AMBE can provide insights into the preservation of brightness, but
it may not be sufficient to evaluate the overall quality of an image enhancement
algorithm. It is defined as follows:

AMBE = |E(A)− E(B)| (4.5)

where A and B the input and output images, respectively and E(.) stands for the
statistical mean.

• Visual appearance: by visually examining the enhanced image and comparing it
to the original, one can directly observe and assess the differences in brightness,
contrast, color, sharpness, and other visual attributes. Visual inspection allows
for a more comprehensive evaluation of the overall improvement or degradation in
image quality.

4.3.2.2 Evaluation

We compare histogram equalization to other contrast enhancement methods. The ap-
proaches are tested here to assess how much the optical appearance of the preprocessed
images is optimized visually and digitally. These algorithms are developed to improve the
contrast measurement directly. We evaluate and compare the following methods: contrast
stretching, histogram equalization, CLAHE, and morphological operations. In the case of
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morphological operations, we apply the technique presented by Kushol et al. [195]. The
authors developed the approach to enhance different X-ray images. It consists of a com-
bination of morphological transformations that are top-hat and bottom-hat transforms.

The contrast enhancement methods tested in this thesis are applied to all images
of the CAMUS dataset. All these images are used for training and testing the deep
learning methods. Each performance metric is calculated for each image. Then, the mean
of the resulting values is computed. The comparison results of the image enhancement
techniques on CAMUS images are depicted in Table 4.3.

By analyzing this table, the contrast stretching produces better results than other
technics in terms of MSE, PSNR, and SSIM. However, the analysis based only on these
metrics is not reliable in the case of image enhancement. The histogram equalization gives
an SSIM of 80.61%, which outperforms the results of the CLAHE method. This result
demonstrates that the images enhanced by the histogram equalization are similar to the
original images at a percentage of 80.61% versus 64.40% with CLAHE. The richness of
details in an image is assessed using the entropy performance metric. We can observe
from the table that the histogram equalization performs the best with 5.15 of entropy,
and the second best method is the CLAHE. The AMBE metric presents the performance
of brightness preservation of the tested methods. The histogram equalization has a higher
value of AMBE, which may be good, especially in ultrasound images, because they can
have low brightness.

In addition, the visual appearance is a significant factor for evaluating the image
quality and comparing it before and after the contrast enhancement. Figure 4.5 presents
the qualitative results of applying image enhancement methods on different samples. The
images illustrated in this figure present different echocardiographic views and have various
qualities. From the visual inspection, contrast stretching does not introduce significant
changes in the visual appearance of the images. The original and contrast-stretched images
appear very similar. Morphological operations do not seem to improve the visual quality
of the images and generate noisy pixels, which can be visually distracting. For the CLAHE
method, an improvement in the contrast of the images is evident. However, the histogram
equalization enhances the images’ contrast better than the morphological transformations
and allows more visibility of the LV structure. Overall, based on the visual appearance, we
can conclude that histogram equalization is a more effective contrast enhancement method
than contrast stretching, morphological operations, and CLAHE for the echocardiographic
images in this dataset.
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(a) (b) (c) (d) (e)

Figure 4.5: Contrast enhancement of different images taken from CAMUS dataset. (a) Original
images. (b) Contrast stretching. (c) Histogram equalization. (d) CLAHE. (e) Morphological
operations.
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Table 4.3: Comparison of four contrast enhancement techniques on images of CAMUS dataset

Performance Contrast Histogram CLAHE Morphological
metric stretching equalization operations

Mean MSE 16.55 180.90 430.27 154.71

Mean PSNR 70.74 30.57 30.65 33.73

Mean SSIM 99.78 80.61 64.40 91.04

Mean Entropy 4.82 5.15 4.93 4.72

Mean AMBE 1.43 20.98 10.28 0.38

Visual appearance Not Good Very Good Good Not Good

4.3.3 Segmentation of Left Ventricle structure on CAMUS

4.3.3.1 Experiment setup

In this section, the experiments were implemented in Python using Tensorflow2 and Keras3

libraries. The networks were trained for 250 epochs with batch size of 8 on a Linux
workstation equipped with a double Intel Xeon 2.2GHz, 3 GHz CPU, and two 24Go
Nvidia Quadro P6000 GPUs. Adam optimizer [196] with a learning rate of 1e-4 was used.
The weights were initialized with glorot-uniform [197] and the Dice objective function
was used to minimize the parameters. In the last prediction layer, the Sigmoid activation
function was utilized.

4.3.3.2 Distribution of the dataset

The CAMUS dataset consists of 500 patients of A4C and A2C view sequences with the
complete cardiac cycle. The manual annotation by experts of each view sequence in the
ED and ES from 450 patients is available. However, the remaining view sequences from
50 patients are not annotated. The total number of annotated frames in this dataset is
1800. Our proposed framework is based on deep learning, which requires the data and
the annotation by experts as input. Thus, we use the 1800 labeled images.

The authors in [18] proposed a dataset division for the standard cross-validation. All
images were divided into 10 folds. Using the same distribution in terms of image quality
and LVEF as the entire dataset, each fold has 50 patients. The 450 patients (9 folds) were

2https://www.tensorflow.org/?hl=fr
3https://keras.io/

78

https://www.tensorflow.org/?hl=fr
https://keras.io/


4.3. EXPERIMENTS AND RESULTS

utilized for the training/validation stages of the machine learning algorithms. 8 folds (400
patients) were employed for training and 1 fold (50 patients) for validation to optimize
the parameters. The testing phase was conducted using the remaining sub-sample.

On the other hand, Zyuzin et al. [151] followed the same division technique. Never-
theless, they split the data into 9 folds of 50 patients each because there are only 450
patients in open access. The results of this distribution are presented in Figure 4.6. The
authors announced that the partitioning of images by quality criteria is similar to the
division result in [18]. However, the distribution according to the LVEF was noticeably
different. In addition, the graphs in Figure 4.6 show that the division allows having the
same distribution of the image quality in each fold, which is not the case in terms of the
LVEF. Hence, the 9 folds have the same partitioning only according to the image quality
as the dataset had.

In this thesis, we manually divide the CAMUS dataset following the strategy proposed
by Zyuzin et al. [151] because we use the available data of the 450 patients. These folds
allow us to apply k-fold cross-validation (k=9) for evaluating deep learning models. Each
fold is used for validation, while the remaining 8 folds are used to train the model in case
of cross-validation.

4.3.3.3 Quantitative evaluation

Table 4.4 shows the average DSC and the HD results of the 9 models created for each
method. The results are presented according to the two cardiac cycle periods (ED/ES).
For a fair comparison, these models are trained with the same parameters. Note that
poor-quality images are not eliminated during training and validation. We obtain a mean
DSC of 0.939/0.916 for ED/ES in the case of attention U-Net 1 versus 0.928/0.899 for
ED/ES with U-Net 1. In addition, the mean Dice of attention U-Net 2 is 0.940/0.919
for ED/ES versus 0.930/0.907 for ED/ES with U-Net 2 without attention. Also, the best
results in terms of HD are reported when both U-Net 1 and 2 are implemented with
attention gates.

Furthermore, we present the results of the standard deviation in Table 4.4. This mea-
sure can reveal the dispersion of the data. A low standard deviation implies that the data
are clustered around the mean, while a high standard deviation indicates that the data are
spread out more from the mean value. In other words, a high or low standard deviation
indicates that the data points are above or below the mean. A standard deviation near
zero implies that the data points are close to the mean value. The standard deviation is
calculated for each observation in the data set. Therefore, it is a sensitive measure, as
outliers can affect it. An outlier is an observation abnormally different from other values
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Figure 4.6: Distribution of CAMUS dataset for 450 patients based on the main characteristics.
(a) According to the image quality. (b) According to the LVEF.
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in a random population-based sample. We see in Table 4.4 that the attention modules
improve the values of the standard deviation of the two models. Particularly, the standard
deviation of HD of U-Net 2 and attention U-Net 2 are 2.98/3.68 mm and 1.92/1.86 mm
in ED and ES, respectively.

Table 4.4: Comparison of DSC and HD metrics in ED and ES expressed as (mean ± standard
deviation) for 9-fold cross validation of the four models.

Network
ED ES

DSC HD (mm) DSC HD (mm)

U-Net 1 [18] 0.928±0.040 6.16±2.4 0.899±0.061 6.32±2.34

Attention U-Net 1 0.939±0.029 5.25±1.66 0.916±0.048 5.44±2.04

U-Net 2 [18] 0.930±0.040 5.86±2.98 0.907±0.068 5.84±3.68

Attention U-Net 2 0.940±0.031 4.11±1.92 0.919±0.049 5.45±1.86

4.3.3.4 Statistical results

Statistical analysis is essential in the interpretation of the quantitative results. Therefore,
we present the obtained results in the form of box plots which can provide a visual
representation of the data distribution. A box plot is also known as a whisker plot
based on a five-number summary: the minimum, first quartile, median, third quartile,
and maximum. The box plots of Figure 4.7 present the DSC of validation from fold 1
data for a more detailed interpretation of the results. To determine the influence of the
quality images and the cardiac cycle frames (ED or ES) on the segmentation results of
the investigated models, each sub-figure in Figure 4.7 presents the segmentation results
on different images. The Figures (4.7a/4.7b/4.7c/4.7d) illustrate the box plots computed
from the DSC of each model for the following images’ type (ED with good and medium
quality/ES with good and medium quality/ED with poor quality/ES with poor quality),
respectively.

We can observe that adding attention improves median performance, especially with
U-Net 1 in both ED and ES. Moreover, the attention units improve the segmentation of
U-Net 2, especially in the case of poor images in ED and ES. Conversely, there is not
a noticeable improvement in the case of the median values of U-Net 2. However, they
tighten the interquartile of the box plots of good and medium images in ED and ES.
Accordingly, we can say that the attention units are more effective with U-Net 1 in all
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validation samples and U-Net 2 in case of poor images. However, they give more consistent
segmentation over the good and medium quality with attention U-Net 2 compared to U-
Net 2 without attention.

Additionally, we corroborate these results with the radar chart in Figure 4.8 for a
more detailed results presentation. The difference between the images in the CAMUS
dataset is not only in terms of ED and ES frames or image quality but also regarding the
type of acquisition of the cardiac view. The CAMUS dataset includes A2C and A4C view
acquisition. Figure 4.8 presents the DSC of the segmentation performance of some images
for each network. These images are taken randomly from fold 1 and are different in terms
of cardiac cycle period (ED/ES), view chambers (2CH, 4CH), and image quality (good,
medium, and poor). From the values along each axis, attention U-Net 1 and attention
U-Net 2 give the best scores in most cases. Attention U-Net 2 doesn’t perform well,
especially with the ED images of A2C view of good, medium, and poor quality. However,
the improvement of DSC with this network is remarkable with A4C images.

4.3.4 Additional experiments

4.3.4.1 Influence of the size of the training dataset

The performance of a machine learning model is thought to be significantly influenced by
the size of the training dataset. Specifically, deep learning algorithms need big data to
perform well. In general, more training data increases the performance of these models,
but a lack of training data can give a poor approximation and may lead to the overfitting
problem. However, data collection is the most challenging step, mainly in medical imaging.
Moreover, data annotation in the medical domain must be carried out only by experts.
This task is very rough and takes more time. For these reasons, it is advantageous to
develop a deep learning model that performs effectively and generalizes better with less
training data. In this section, we analyze the impact of modifying the size of the training
set on the performance of a U-Net architecture containing attention mechanisms.

Herein, We investigate the model which gave the best results on segmenting the LVEndo

in DSC and HD using 9-fold cross-validation, which is attention U-Net 2. We choose
fold 1 for the testing phase and the other folds for training the model. We realize four
experiments by modifying the size of the training set each time as follows:

• Experiment 1: fold (1) as the test set; folds (2 and 3) as the training set (25% of
the training dataset).

• Experiment 2: fold (1) as the test set; folds (2, 3, 4, and 5) as the training set (50%
of the training dataset).
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(a) (b)

(c) (d)

Figure 4.7: Results of DSC box plots of the networks from fold 1 in ED and ES. (a) DSC box
plots on ED images having good and medium quality. (b) DSC box plots on ES images having
good and medium quality. (c) DSC box plots on ED images having poor quality. (d) DSC box
plots on ES images having poor quality.
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Dice comparison between
U-Net1 and Att U-Net1

Dice comparison between
U-Net2 and Att U-Net2

Figure 4.8: Radar chart presenting Dice coefficient results of segmentation of different samples
from fold 1.

• Experiment 3: fold (1) as the test set; folds (2, 3, 4, 5, 6, and 7) as the training set
(75% of the training dataset).

• Experiment 4: fold (1) as the test set; folds (2, 3, 4, 5, 6, 7, 8, and 9) as the training
set (100% of the training dataset).

Table 4.5 reveals the DSC and HD of attention U-Net 2 with various training set sizes
in ED and ES results. For a fair comparison, each time attention U-Unet 2 is retrained
from scratch and tested on the same fold, which is fold 1. We see in Table 4.5 that the
results of 25% are the worst. In general, the improvement of the segmentation metrics is
noticed by increasing the number of images in the training set. Specifically, the difference
is more pronounced between 25% and 100% training sets (for instance, an increase of DSC
in ED from 0.917 to 0.941 and HD in ES from 8.53 mm to 5.20 mm. However, there isn’t
much difference between 75% and 100% training sets.

The results are also plotted in Figure 4.9 for a more elaborate representation. Our
findings are that a 100% training set gives the best results in terms of DSC in ED and ES.
By increasing the size of the training set, the DSC results improve. The 75% training set
gets HD results comparable to what is obtained with 100% in ED and ES. The interquartile
ranges and whiskers of the box plots of the 25% training set are longer than the others,
especially in HD. This observation demonstrates that the 25% fragment used as training
data gives more dispersed results from the mean values, which proves the high standard
deviation values. In this experiment, the minimum values of the median in DSC box plots
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Table 4.5: Comparison between different pieces of training set used when training attention
U-Net 2 model in ED and ES.

Training ED ES

set size DSC HD (mm) DC HD (mm)

25% 0.917±0.055 6.48±5.52 0.900±0.091 8.53±8.58

50% 0.923±0.044 4.97±2.39 0.911±0.063 5.82±3.09

75% 0.929±0.040 4.36±1.92 0.911±0.076 5.45±2.08

100% 0.941±0.042 4.36±1.86 0.915±0.093 5.20±1.98

and the maximum median values in HD box plots demonstrate the worst results of the
25% fragment presented in Table 4.5.

4.3.4.2 Influence of the localization of the LV region

In this sub-section, we study the influence of the localization of the LV on the accuracy of
the segmentation results produced by attention U-Net 2 architecture. Herein, the local-
ization of the LVEndo involves applying the crop operation around the region containing
the LVEndo in the images of the CAMUS dataset. Image cropping is a technique that
removes irrelevant components while keeping a portion of the image containing the target
object. Image cropping aims to improve the overall composition and achieve better visual
perception. Furthermore, It authorizes the investigation of the contextual elements in
terms of an area of interest in the image.

Before training the network, we apply cropping to all images and masks of the training
and testing sets. After that, the images are resized to 256×256 dimensions. The localiza-
tion of the LV region is applied using the concept of a bounding box. Therefore, we apply
the bounding box on the label images to precisely crop the desired region of interest using
its boundaries. This strategy allows us to designate and extract the pixels representing
the LV. The same bounding box obtained from the masks is applied to the original images
to select the LV region with the same number of pixels. In this section, we examine the
influence of the localization technique on the results of LV segmentation through four
experiments. In each experiment, we apply a different value of margin. These values
represent the number of pixels between the maximum or minimum pixels of the region
containing the LV and the pixels representing the boundary of the cropped images. The
added margin offers context around the desired LV region for the segmentation task. Al-
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(a) (b)

(c) (d)

Figure 4.9: Box plots of attention U-Net 2 performance by modifying the training set size.
(a) Box plots of Dice coefficient in ED. (b) Box plots of Dice coefficient in ES. (c) Box plots of
Hausdorff distance in ED. (d) Box plots of Hausdorff distance in ES.

86



4.3. EXPERIMENTS AND RESULTS

gorithm 4.1 provides a detailed description of the function, which we developed to crop
CAMUS images IMG based on their ground truths GT . The values of the margins M

investigated in the experiments are 0 (no margin), 10, 30, and 50 pixels. Figure 4.10
illustrates how the LV structure is localized in this thesis with different margin values in
the original and mask images.

Algorithm 4.1: Algorithm for Cropping Original Images Based on Their Ground
Truths
Input: Original Images IMG, Ground Truths Images GT , Margin M
Output: Cropped Original Images IMG_C, Cropped Ground Truths Images

GT_C
Function crop_img_and_gt(IMG,GT,M):

foreach imgi ∈ IMG & gti ∈ GT do
(X, Y )←− coordinates of pixels where (gti > 0);
if M = 0 then

maxx←− max(X);
maxy ←− max(Y );
minx←− min(X);
miny ←− min(Y );

else
maxx←− max(X) +M ;
maxy ←− max(Y ) +M ;
minx←− min(X)−M ;
miny ←− min(Y )−M ;

end
img_ci ←− img_ci(minx : maxx,miny : maxy);
gt_ci ←− gt_ci(minx : maxx,miny : maxy);

end
return IMG_C, GT_C;

End Function

Table 4.6 exhibits the results of DSC and HD of attention U-Net 2 with various margin
values applied in ED and ES images. The evaluated margins are labeled in the table as
follows: M-0 (no margin), M-10 (margin = 10 pixels), M-30 (margin = 30 pixels), M-50
(margin = 50), and w/o loc indicates that we don’t use any localization strategies. The
results present the testing outcomes of the images of fold 1. Each time attention U-Unet
2 is retrained from scratch for a fair comparison. From this table, we see that the results
of DSC and HD are not consistent. The best result of DSC in ED is when applying the
cropping without margin. In ES images, the favorable DSC result is in the case of the
M-30 cropping. It gave 0.967 and 0.952 in ED and ES, respectively. However, attention
U-Net 2 performs well in terms of HD when we don’t use the cropping technique. The
results are 4.36 mm and 5.20 mm in ED and ES, respectively.
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(a) (b) (c) (d) (e)

Figure 4.10: An example of the localization of the left ventricle structure. [Top of the figure]:
original images. [Bottom of the figure]: corresponding ground truth images. (a) Images without
cropping. (b) Images with cropping and margin = 0. (c) Images with cropping and margin =
10. (d) Images with cropping and margin = 30. (e) Images with cropping and margin = 50.

Figure 4.11 demonstrates the observations of the obtained results presented in Table
4.6. The median values and the length of the interquartile of the box plots of the DSC
results in the case of w/o loc are the worst, while they are the best in terms of HD in
both ED and ES.

To give more precise results because of the inconsistency in the results of the segmen-
tation parameters (DSC and HD) used for evaluating the performance of attention U-Net
2. We must add another effective evaluation metric to represent our findings. This metric
is the ROC graphical plot. This curve can show the binary segmentation ability of the
proposed model. It denotes the trade-offs between the TPR and FPR. The estimated
ROC curves with the AUC for the images of fold 1 with different margins are displayed in
Figure 4.12. The obtained results of the ROC curves follow those of the HD. The mean
AUC scores of 0.9667 and 0.9598 in ED and ES, respectively, indicate that the optimal
performance of the proposed model is when we don’t apply the localization of the LV in
the images of the dataset. However, the attention U-Net 2 is the least efficient when using
the bounding box around the LV without any margin in ED and ES.

4.3.4.3 Influence of the deep supervision

In this section, we apply the deep supervision strategy to the proposed model to study
its influence on the segmentation of LV structure in echocardiographic images. As in the
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(a) (b)

(c) (d)

Figure 4.11: Box plots of attention U-Net 2 performance by modifying the margin size applied
for the LV localization. (a) Box plots of Dice coefficient in ED. (b) Box plots of Dice coefficient
in ES. (c) Box plots of Hausdorff distance in ED. (d) Box plots of Hausdorff distance in ES.
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Table 4.6: Comparison between different margin values used to localize the LV region when
training and testing attention U-Net 2 model in ED and ES.

Margin ED ES

size DSC HD (mm) DC HD (mm)

M-0 0.967±0.015 8.48±2.63 0.952±0.022 12.90±6.13

M-10 0.960±0.016 8.33±3.01 0.952±0.023 11.25±4.60

M-30 0.962±0.014 6.29±2.07 0.953±0.020 8.53±3.26

M-50 0.957±0.015 6.58±2.12 0.948±0.023 7.73±3.09

w/o loc 0.941±0.042 4.36±1.86 0.915±0.093 5.20±1.98

previous experiments, we keep fold 1 as the test set while the other folds are for training
the networks. Table 4.7 presents the results of the proposed network with and without
deep supervision in terms of DSC and HD in ED and ES. From this table, we can notice
that the segmentation results without the deep supervision technique outperform those
with it, except for the standard deviation of HD in ED and ES. There isn’t a noticeable
improvement in mean DSC and mean HD. These results can reveal the ineffectiveness of
deep supervision operation with attention U-Net 2 for LV segmentation.

Table 4.7: Comparison of segmentation accuracy for attention U-Net 2 with deep supervision.

Att U-Net 2
ED ES

network DSC HD (mm) DC HD (mm)

w/ deep supervision 0.941±0.043 4.54±1.24 0.914±0.093 5.64±1.35

w/o deep supervision 0.941±0.042 4.36±1.86 0.915±0.093 5.20±1.98

4.4 Discussion

A methodology for automatic LV segmentation in echocardiographic images is explored
in this chapter. The first step involves preprocessing to improve image quality before
training the segmentation models. Image enhancement techniques are applied to enhance
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(a) (b)

Figure 4.12: Comparison of ROC curves of attention U-Net 2 by modifying the margin value
each time. (a) ROC curve of attention U-Net 2 in ED. (b) ROC curve of attention U-Net 2 in
ES.

the contrast of the images, allowing for more accurate and successful segmentation. The
performance of various contrast enhancement methods is evaluated using different metrics
and visual appearance assessment. Among the techniques tested, histogram equalization
yielded the best results. It effectively enhances the contrast of the echocardiographic im-
ages, particularly those of poor quality. Histogram equalization is a simple yet powerful
technique that modifies the overall distribution of pixel intensities, unlike methods such
as contrast stretching that scale the intensity range. The histogram equalization as pre-
processing can significantly improve the visual appearance of echocardiographic images
and enhance their contrast. This improvement is crucial for subsequent LV segmentation
tasks, as it aids in accurately delineating the boundaries of the LV. The simplicity and
effectiveness of histogram equalization make it a viable option for contrast enhancement
in echocardiographic image processing.

A fully automated technique based on attention mechanisms was proposed to address
LV segmentation. Attention gates were added to the skip connections of the U-Net 1
and U-Net 2 architectures. These two networks were optimized and adapted for CAMUS
images. Table 4.4 demonstrates that attention U-Net 2 gives the best results with 9-
fold cross-validation. Moreover, it outperforms the inter-observer variability and existing
approaches reported on the CAMUS dataset. Table 4.8 shows the DSC results on ED and
ES. Figure 4.13 qualitatively shows the attention U-Net 2 and other investigated networks.
It exhibits the results of the contour predictions for the LV by the two architectures with
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and without attention mechanism of four different sample subjects (a, b, c, and d). It
indicates that the predicted LV boundary with the attention units into U-Net 1 and 2
matches the annotation boundary by the expert more accurately. The LV boundaries
with U-Net 1 are less smooth than those predicted by U-Net 1 with attention gates. We
explain this observation by the fact that the attention modules allow the U-Net 1 to
converge better and thus predict the contour of the LV more precisely. This way, the
results of the architectures containing attention gates to focus on the target regions are
more interesting than the original architectures.

Table 4.8: Dice result of Attention U-Net 2 comparing with the state of the art in ED and ES
jointly.

Method DC

inter-observer 0.896 ± 0.047

U-Net ++ [198] 0.912 ± 0.048

ACNN [199] 0.915 ± 0.041

UltraGAN [174] 0.924 ± 0.051

SegAN [200] 0.917 ± 0.071

Attention U-Net2 0.930 ± 0.040

The influence of the size of the training dataset on the attention U-Net 2 performance
was conducted. The CAMUS training data was split into different subsets. These ex-
periments reveal that using few data in the training set is insufficient for deep learning
model convergence. The high standard deviation values presented in Table 4.5 in the case
of using only 25% of the training set highlight how challenging to segment the images
of the test set consistently using the proposed model. Moreover, Figure 4.9 tells us that
increasing the size of the training set will not make a difference at a given time. For
instance, there isn’t a big difference between 75% and 100% training set sizes.

The experiments conducted in Section 4.3.4.2 provide insights into the impact of LV lo-
calization on the segmentation results of the attention U-Net 2 architecture. Surprisingly,
the results indicate that the localization of the LV structure does not lead to improved
segmentation performance with this particular architecture. One possible explanation for
this observation is that attention mechanisms focus on small objects within an image.
These mechanisms learn to selectively amplify important features and suppress irrele-
vant regions, enhancing the model’s ability to capture intricate details. However, the
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Figure 4.13: Visual segmentation comparison between the 4 networks for three different sub-
jects taken from fold 1. (a) U-Net 1 (b) Att U-Net 1 (c) U-Net 2 (d) Att U-Net 2. The green
curve is the reference annotation with the cardiologist, and the magenta curve is the prediction
result of each architecture.
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attention modules already adequately highlight the desired area, so the additional local-
ization operation of the LV structure in B-mode echocardiographic images is redundant
and avoidable. The effectiveness of the localization operation is often prominent when
the cropped region includes multiple objects of interest. In such cases, localizing specific
structures helps guide the attention mechanism toward the relevant areas and improves
the segmentation results. However, in the case of a network that already incorporates
attention modules and is designed to focus on relevant features, the additional localiza-
tion step may not provide significant benefits. Based on these findings, localizing the
LV structure in B-mode echocardiographic images may not be necessary when using a
network architecture incorporating attention modules. Therefore, combining attention
mechanisms with explicit localization steps may not provide additional advantages and
could introduce unnecessary complexity to the model.

The experiment conducted to investigate the impact of deep supervision on the pro-
posed model for LV segmentation reveals that it does not improve the segmentation per-
formance. One possible explanation for the lack of improvement with deep supervision
is the use of batch normalization in the proposed architecture. Batch normalization is
a regularization technique that helps mitigate the effects of overfitting and stabilize the
training process by normalizing the activations within each mini-batch. It is designed to
address the same issues of gradient instability that deep supervision aims to alleviate.
Given that the proposed architecture already incorporates batch normalization, which
provides regularization and gradient stabilization, the additional deep supervision signals
may not offer many advantages. In this case, the optimal implementation of the attention
U-Net 2 architecture would be to retain the final output of the decoder as the final result
of the segmentation. This implementation simplifies the model and avoids the need for
intermediate objectives, allowing the attention mechanisms to focus on optimizing the
segmentation task without the added complexity of deep supervision. It’s worth noting
that the lack of improvement with deep supervision in this specific experiment does not
diminish its potential effectiveness in other contexts or for different tasks. Deep supervi-
sion can still be a valuable technique in other scenarios where it aids in improving gradient
flow, regularization, or handling specific challenges associated with training deep neural
networks.

4.5 Conclusion

In this chapter, we applied the attention mechanism to the U-Net 1 and 2 architectures
to examine their performance for the LV contour delineation. U-Net 1 and U-Net 2 are
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derived from the original U-Net architecture. They have been adapted and improved to
produce the best cardiac structure segmentation results on the CAMUS dataset. The
results demonstrated that the insertion of attention units into the skip connections of
these two architectures improves LV segmentation. The established framework consisting
of attention U-Net 2 outperformed the methods proposed in the literature. Experiments
were also conducted on the effects of the training set size, the localization of the LV, and
the deep supervision technique on the network performance. The performance of a deeper
neural network degrades with few training data. Moreover, the suggested model showed
its resilience and ability to segment the LV region without any localization scheme or deep
supervision design.
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Chapter 5

Echocardiographic images analysis for
Left Ventricle assessment with transfer
learning

5.1 Introduction

Recently, the use of deep CNN, a development in computer vision technology, for medi-
cal image segmentation has been considered a significant contribution to medical image
analysis. It is necessary to find the optimal values of the filters of a CNN during train-
ing to recognize the correct class of an input image after it has passed through all its
layers. Unfortunately, this task can require considerable data and computing power. In
most domains, the data available for deep CNN learning is scarce, especially in medical
images. Therefore, the main challenge is to develop computer-aided diagnostic systems
with limited available data.

Transfer learning strategy can mitigate the performance. It is convenient for medical
image segmentation, especially when few samples are available to train convolutional neu-
ral networks. In this chapter, our goal is to segment the LV region in B-mode echocardio-
graphic images and to analyze its function with transfer learning. Due to the limited data
available in this domain, we concentrate on transfer learning, a widely relevant strategy to
lessen the requirement for annotated data. Transfer learning applies previously learned in-
formation to solve new, related issues quickly and effectively. It makes it possible to train
the model on less data, which makes it very beneficial for segmenting medical images. We
test this strategy on U-Net architecture and other networks derived from it. We choose
U-Net as the foundational architecture for the proposed framework due to its proven
effectiveness in medical image segmentation tasks. U-Net has demonstrated superior per-
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formance compared to other segmentation architectures in various studies. Furthermore,
it is an end-to-end, fully convolutional network that enables effective learning of an entire
image.

An overview of the proposed framework and the main contribution of this study will be
highlighted in Section 5.2. Then, the experimental design and findings will be presented
in Section 5.3, followed by a discussion of the results in Section 5.4. Finally, the conclusion
will provide a summary of the relevant points of the chapter.

5.2 Methods and procedure

This part of the work presents the methodology and procedure we suggest for the echocar-
diographic image analysis to assess the LV structure.

5.2.1 Transfer learning

Transfer learning is a machine learning technique that allows reusing a model created for
one task as the basis for another. It helps AI systems to apply the knowledge they’ve
learned from one task (source task) to another (target task). It aims to utilize samples,
models, or model parameters gained while solving the problem in the source domain to
solve another related but different one in the target domain [201]. This approach re-
quires fewer resources and less labeled data relevant to train new models for the target
task. It is primarily used to enhance the algorithm’s generalizability and overall effec-
tiveness. In addition, it can speed up the overall process of training the new model with
the transferred knowledge. Transfer learning has been widely applied to several medical
imaging applications, including, but not limited to, segmentation, object identification,
and disease categorization [202].

Pratt et al. [203] demonstrated the effectiveness of transfer learning in neural networks
for the first time. It was applied later to solve problems in computer vision [204]. Among
transfer learning methods, there is a method that adapts a pre-trained model to a new
task called fine-tuning. This model has been previously trained using a large dataset
from another domain, such as the ImageNet1 dataset [205]. ImageNet is a large dataset of
images with annotations created for computer vision research. This dataset was created
to provide benchmarking data to support research and to implement enhanced computer
vision algorithms [206]. The ImageNet Large Scale Visual Recognition Challenge is an
annual competition using subsets of the ImageNet dataset to encourage the development

1https://image-net.org/
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of better computer vision techniques. The typical challenge tasks for most years are image
classification, single-object localization, and object detection.

Many competition models have been made available to be used as starting points for
transfer learning in numerous computer vision applications. The reuse of these models
offers several advantages. They have acquired the ability to recognize generic features
due to being trained on over 1,000,000 images across 1,000 classes, resulting in excellent
performance. Additionally, numerous libraries provide straightforward application pro-
gramming interfaces (APIs) for obtaining and directly using various standard pre-trained
models. The model weights are available as free downloads in different deep learning
frameworks, including Keras2.

These CNNs models pre-trained on ImageNet can be used as feature extraction models
(called backbones). The early and middle convolutional layers contain low-level features
such as lines, edges, and curves, while the layers far from the input interpret high-level
features to distinguish between output classes in the context of a classification task. It is
possible to select the level of detail for feature extraction from a pre-trained model. For
instance, the output of the pre-trained model after a few layers might be adequate if the
new task is very different from the source task. Although, the model output from layers
considerably deeper in the pre-trained model may be employed if the new task is relatively
comparable to the source task. The pre-trained model or the desired part of this model
can be incorporated directly into a new neural network architecture. In the segmentation
task with deep learning, the backbones can be integrated into the encoder part of the
encoder-decoder network to process images and extract relevant features. The layers of
the decoder part are then randomly initialized and trained to realize the target task. The
weights of the pre-trained model can be frozen, meaning that they are not updated as
the new model is trained. However, the transferred feature layers can be fine-tuned to
the new task by backpropagating the errors from the new model into the base features of
the pre-trained model [204]. Freezing the backbone weights or fine-tuning them depends
on the size of the target dataset and the number of parameters of the backbone layers
included in the encoder path.

5.2.2 Backbones for transfer learning

Several deep CNNs are used to learn and offer relevant features in image recognition
and related computer vision tasks. These pre-trained models are widely used for transfer
learning because of their performance. The following is an overview of some deep CNN
architectures used as feature extractors (backbones of U-Net architectures):

2https://keras.io/
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5.2.2.1 VGG-Net

Figure 5.1: VGG19 architecture [15], conv, maxpool, and FC imply convolution, fully con-
nected, and max-pooling layers, respectively.

The Visual Geometry Group (VGG-Net) [207] was proposed by K. Simonyan and A.
Zisserman. In the ILSVRC 2014, it received a top 5 test accuracy ranking. Multiple
stack convolutional blocks are the foundation of VGG-Net design. Each block consists of
two convolutional layers with a kernel size of 3×3 dimension followed by pooling layers.
Finally, the convolutional building blocks of VGGV-Net are followed by three FC layers.
The goal is to investigate the impact of raising a CNN’s depth on the accuracy by in-
cluding more convolutional layers. VGG-Net comes in two models, VGG16 and VGG19
(illustrated in Figure 5.1). The numbers 16 and 19 relate to the number of convolutional
layers included in each model.

5.2.2.2 Deep residual learning networks

He et al. [16] presented a Deep Residual Learning Network (ResNet). This model was
the winner of ILSVRC 2015. The goal was to address the issue of vanishing gradients
and parameter explosions. According to experiments, the performance of a CNN would
get worse when the number of stacked convolutional layers increases without modifying
its structure. In other words, the gradients of network parameters vanish as the depth
increases. To solve this problem, ResNet presents a residual learning framework using
identity-mapping shortcuts that connect the input of one layer with the output of the
next layer. It can have a variety of sizes based on how many layers are in the model. All
variants of ResNet presented in [16] contain four principal modules comprising residual
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Figure 5.2: ResNet-18 architecture [16].

Figure 5.3: Residual block structures presented in [16]. [Left] 3 × 3 standard structure for
ResNet-18/34. [Right] bottleneck structure for ResNet-50/101/152.

blocks. In the case of ResNet-18/34, each residual block has two 3×3 convolutional layers
followed by a batch normalization layer and a ReLU activation function, except the last
operation of a block, which does not use the ReLU function. Figure 5.2 illustrates the
ResNet-18 architecture. In ResNet-50/101/152, the authors present a bottleneck block
instead of the basic blocks of two operations. The main idea of the bottleneck is to use
three layers consisting of 1×1, 3×3, and 1×1 convolutions, respectively, in each block. The
difference between the standard residual block and the bottleneck structure is illustrated
in Figure 5.3.

5.2.2.3 Densely connected convolutional networks

Densely Connected Convolutional Networks (DenseNet), an expanded architecture for the
ResNet concept, was proposed by Huang et al. [17]. As shown in Figure 5.4, the main
idea of this architecture is to connect each layer to every other layer. The design of the
DenseNet model consists of successive dense blocks connected by transition layers. The
transition Layer applies a batch normalization layer, 1×1 convolution operation followed
by a 2×2 average pooling layer. The size of the feature maps within a dense block is
constant, while the number of filters varies. Instead of summing, the authors applied a
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Figure 5.4: Illustration of 5-layer dense block [17].

concatenation operation to combine the feature maps learned by different layers and pass
them to a new layer. This feature map combination improves computational efficiency
and memory efficiency. This concept presents the main difference between DenseNets
and ResNets architectures. Compared to other equivalent CNN, DenseNet requires fewer
parameters since there are no redundant feature maps to train. There are various versions
of the DenseNet, including DenseNet121/160/201. The numerical values represent the
number of DenseNet layers.
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Figure 5.5: Typical example of transfer learning for classification task
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5.2.3 Example of transfer learning for classification

Figure 5.5 illustrates an example of the transfer learning process for classification. The
top network presents the pre-trained ResNet101 as a feature extractor. The bottom
architecture is trained on the target dataset, while the highest architecture was initially
trained on ImageNet. The weights and parameters of the pre-trained CNN are transferred
to the bottom architecture. The final fully connected layer, considered the classifier part
of the pre-trained CNN networks, is removed. The bottom design is then expanded with
two other fully connected layers adapted to the new task. Each contains 1024 hidden
units, followed by the Softmax activation function for fine-tuning.

5.2.4 Proposed Segmentation framework

The suggested methodology enables LV delineation using feature extraction from echocar-
diographic images based on an end-to-end learning process of the shape and texture of
the heart chambers in each B-Mode echocardiographic apical view. Additionally, the cre-
ated framework is based on transfer learning. It allows using prior knowledge from the
extensive ImageNet dataset by including pre-trained deep CNNs in the segmentation ar-
chitecture. As a result, a new level of feature extraction was established. In addition, this
method provides much deeper architectures that can efficiently complete the segmentation
process without encountering the vanishing gradient problem. Figure 5.6 illustrates the
proposed framework. Later steps explain each part of it.

5.2.4.1 Preprocessing

Any changes made to the raw data before feeding it into a machine learning or deep
learning algorithm is a preprocessing operation. Preprocessing enables more effective
data analysis and helps achieve optimal results even with low-quality data. In the case of
image data, preprocessing is necessary before it can be used as input for the model. For
example, fully connected layers in convolutional neural networks require that all images
are in arrays of the same size. In this chapter, we follow the same procedure presented
in Chapter 4 and resize CAMUS images and labels to 256×256. This resizing step was
necessary because the original images in the dataset had different sizes. The chosen
resolution is suitable for encompassing the left ventricle (LV) region while requiring less
memory. By reducing the size of the input images, the time necessary to train the model
is also reduced. Model preprocessing can accelerate inference and decrease training time
without impacting the model’s performance.

Furthermore, image preprocessing is applied to improve particular qualities in the
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Figure 5.6: An overview of the proposed methodology to segment LV in echocardiography
images consists of the U-Net 2 architecture with pre-trained VGG19 as the encoder.

image that are crucial for the application we are developing. Depending on the character-
istics of the application, we must enhance the image quality to improve the performance.
Following the experiments presented in Chapter 4, histogram equalization was applied to
the input images after resizing operation. This enhancement can raise the quality of CA-
MUS images since the low contrast and heterogeneity in the electrocardiography images
make the heart structures less obvious.

5.2.4.2 Channel adaptation

After the preprocessing step, we applied channel adaptation. This operation adjusts the
input images to the input of the networks. The pre-trained backbones have been trained
using red/green/blue (RGB) images as input. Conversely, the images of the CAMUS
dataset are encoded in one channel (grayscale). Therefore, the input images cannot be
passed into the pre-trained architectures, which prompts the question of how best to
utilize these models. This issue may be solved using multiple methods to improve the
usage of pre-trained models. For instance, we can duplicate the grayscale intensities across
all three channels for color images. However, this process may not be the best solution
because it is time-consuming. We used another technique to avoid this issue. We added an
extra 1D convolutional layer with three convolutional filters before the the encoder path
beginning. This layer scales the pixel intensities and converts grayscale to RGB to make
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better use of the power of the pre-trained convolutional blocks. The backpropagation
algorithm determines the parameters of this additional layer during training.

5.2.4.3 Segmentation models based on transfer learning

The main contribution of this chapter is to discover the best collection of the set of neural
architecture and pre-trained models that presents the best segmentation performances.
The best combination corresponds to the framework through which ED and ES echocar-
diographic images will be well segmented. Good segmentation allows suitable estimation
of the LV function. We attempt to find the best combination by investigating the influ-
ence of various modules integrated into the encoder part of the segmentation architectures.
That’s why we examine the performance of different backbones containing different layers
and parameters.

In this chapter, a total of 15 different architectures are investigated. Each method com-
bines a pre-trained network (backbone) with a segmentation architecture. The examined
segmentation networks include U-Net 1, U-Net 2, LinkNet, Attention U-Net, and Tran-
sUNet, previously described in Chapter 2. For this study, we replace the down-sampling
part of each architecture with the pre-trained models defined in Section 5.2.2. These
backbones consist of different units, such as standard convolutions in VGG19, residual
units in ResNet101, and dense blocks in DenseNet121.

The core of the suggested deep learning framework is deep CNN. Each segmentation
architecture is based on U-Net architecture. They involve two paths with two different
tasks (encoder and decoder). In the encoder stage, we incorporate the pre-trained CNN.
The input image is fed directly into it after the channel adaptation. The backbones extract
the features from input images. On the other side of the network, the high-level contextual
information is passed into the decoder path to be up-sampled. The final predicted mask
is generated after the last block of the decoder.

Figure 5.6 shows the proposed approach for echocardiographic LV segmentation. The
preprocessing step is depicted on the left side of the figure, and the fully convolutional
network-based segmentation is shown on the right side using a combination example of U-
Net 2 with the VGG19 backbone. Thus, the encoder extracts the features using standard
convolution modules of the pre-trained VGG19, while the decoder part of the U-Net 2
produces the output mask. Hence, the standard convolution modules of the pre-trained
VGG19 extract the features while the decoder part of the U-Net 2 reconstructs and creates
the final predicted image from the compact representation.
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Figure 5.7: Estimation of LV volume from 2D echocardiography using the modified Simpson’s
rule approach.

5.2.5 Analysis of the left ventricular function

We applied the modified Simpson’s rule [40] to approximate the corresponding volumes
from the contours of the LV endocardium in 2D echocardiography. Figure 5.7 illustrates
the principle of this approach for estimating chamber volume from B-mode echocardiog-
raphy. It is utilized when the A4C and A2C contours are available. As this technique is
less sensitive to geometric aberrations, it is the currently recommended two-dimensional
method to assess the LVEF [208]. The segmented surfaces of LV in ED and ES were
divided into 20 discs of equal height. Hence, the left ventricular longest length L is split
into 20 equal sections. The volume is estimated by summing the areas from diameters
ai and bi of the 20 elliptic disks. Figure 5.7 also shows the form of each disk. The LV
volume in ED and ES frames are calculated using the following equations:

LVEDV =
π

4

20∑
i=1

a(ED)ib(ED)i
L(ED)

20
(5.1)

LVESV =
π

4

20∑
i=1

a(ES)ib(ES)i
L(ES)

20
(5.2)

Where L(ED), L(ES): the longest length of the left ventricular cavity in ED and ES,
respectively.
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By estimating the volumes of the LV in ED and ES frames following these methods,
we can calculate the LVEF directly by applying the corresponding mathematical formula.

We developed an algorithm to realize the modified Simpson’s rule to analyze the left
ventricular function. This algorithm allows us to trace the length of the left ventricular
cavity from the middle of the mitral valve to the apex and the diameters of the 20 disks.
Firstly, we applied a process based on the regionprops MATLAB function3 to find the
length. Secondly, we obtained the diameters by applying an operation of division. The
limits of these segments were defined using the bwperim MATLAB function4.

5.3 Experiments and results

5.3.1 Experimental setup

We employed k-fold cross-validation with k = 9 based on the distribution suggested by
Zyuzin et al. [151]. Each fold contains 50 patients with the same distribution in terms of
image quality. All backbones were pre-trained on the large public dataset CAMUS.

Every time we altered the segmentation architecture, we attempted to train the new
models under the same conditions and parameters to make a fair comparison. We used
Python to run the experiments in the Tensorflow and Keras environments. We developed
the segmentation architectures using the following libraries Segmentation Models [209]
and Keras-unet-collection [210].

We used Adam [196] as the optimizer throughout the training process. The learning
rate hyper-parameter was 1e-4. All the networks were trained for 100 epochs with a batch
size of 4 due to the GPU memory constraints. We set the initial weights of the backbones
using pre-trained ImageNet initialization. The initialization of ImageNet weights aids
in accelerating CNN convergence and training. We utilized the Dice loss function to
calculate and minimize the models’ errors. Since only one class is predicted in the final
prediction layer, we used the Sigmoid activation function. All experiments were run on a
Linux workstation with a dual Intel Xeon 2.2GHz and 3GHz CPU and two Nvidia Quadro
P6000 GPUs with 24 Go each.

In the part of the analysis of the LV function, we used the MATLAB R2022a pro-
gramming platform to develop the modified Simpson’s rule approach.

3https://fr.mathworks.com/help/images/ref/regionprops.html
4https://fr.mathworks.com/help/images/ref/bwperim.html
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5.3.2 Results on CAMUS dataset

5.3.2.1 Geometrical parameters results

The primary goal of the simulations is to evaluate the effectiveness of the suggested
segmentation approach for LV identification in 2D echocardiographic images using the
CAMUS dataset.

Table 5.1 shows the segmentation accuracy of the LVEF with the previously described
evaluated methods in ED and ES, respectively. The metrics are presented as a mean
and standard deviation (µ± σ). The results for these parameters were calculated using a
9-fold cross-validation. We highlight the best results for each parameter in bold.

U-Net1VGG19 presents the best results for ED images with 0.942±0.062 of DSC and
0.982±0.045 of HD. However, this is not the case in terms of HD. Att U-NetVGG19 gives the
minimum value of HD. For ES images, TransUnetVGG19 yields the greatest performance.
LinkNetVGG19 gives the worst results in terms of DSC and HD.

5.3.2.2 Clinical parameters results

The clinical parameters pertain to the analysis of images for left ventricular (LV) assess-
ment, specifically the left ventricular volumes and EF (ejection fraction). The estimation
results for these parameters are presented in Table 5.2, where the best scores for each cor-
responding index are highlighted in bold. Each architecture’s evaluation of every clinical
parameter is based on the following criteria:

• Pearson correlation coefficient (Corr): is the descriptive statistic to determine a
linear correlation. It can compute the strength and direction of the relationship
between two quantitative variables. Here is the formula to calculate the Corr for a
sample:

Corrxy =

∑n
i=1 (xi − x̄)(yi − ȳ)√∑n

i=1 (xi − x̄)2
√∑n

i=1 (yi − ȳ)2
(5.3)

Where xi, yi are the individual sample points (observed and predicted values, re-
spectively), n is the sample size, x̄ = 1

n

∑n
i=1 (xi) is the sample mean (similarly for

ȳ).

• Bias: the definition of an estimate being biased or unbiased can be expressed using
the mathematical formula (5.4). The bias results are presented in Table 5.2 as mean
± standard deviation.
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Table 5.1: LV segmentation performance of the evaluated methods expressed as mean and
standard deviation (µ±σ). ED: End Diastole; ES End Systole; DSC: Dice Coefficient Similarity;
JC: Jaccard Coefficient; HD: Hausdorff Distance.

Network
ED ES

DSC JC HD DSC JC HD
(mm) (mm)

U-Net 1

VGG19 0.942 0.892 4.11 0.924 0.860 3.91
±0.026 ±0.045 ±2.39 ±0.035 ±0.059 ±1.95

ResNet101 0.941 0.890 4.17 0.915 0.846 4.32
±0.032 ±0.053 ±2.41 ±0.050 ±0.080 ±2.79

DenseNet121 0.942 0.891 4.16 0.915 0.847 4.36
±0.029 ±0.050 ±2.55 ±0.045 ±0.074 ±3.17

U-Net 2

VGG19 0.940 0.888 4.77 0.919 0.854 4.75
±0.033 ±0.054 ±4.32 ±0.052 ±0.080 ±5.57

ResNet101 0.939 0.886 4.50 0.915 0.847 4.55
±0.032 ±0.051 ±3.20 ±0.045 ±0.073 ±3.83

DenseNet121 0.942 0.891 4.22 0.918 0.851 4.26
±0.028 ±0.048 ±2.61 ±0.043 ±0.071 ±2.87

LinkNet

VGG19 0.939 0.887 4.59 0.918 0.854 4.75
±0,030 ±0.050 ±3.66 ±0.047 ±0.075 ±5.17

ResNet101 0.938 0.885 4.42 0.912 0.842 4.57
±0.032 ±0.054 ±2.99 ±0.053 ±0.082 ±3.71

DenseNet121 0.940 0.889 4.29 0.917 0.849 4.25
±0.033 ±0.054 ±2.85 ±0.047 ±0.075 ±2.55

Att U-Net

VGG19 0.942 0.891 4.06 0.923 0.860 3.92
±0.029 ±0.051 ±2.79 ±0.040 ±0.066 ±2.54

ResNet101 0.940 0.889 4.20 0.920 0.854 4.20
±0.029 ±0.049 ±2.93 ±0.042 ±0.069 ±3.65

DenseNet121 0.940 0.887 4.16 0.914 0.845 4.60
±0.030 ±0.050 ±2.67 ±0.047 ±0.075 ±4.68

TransUNet

VGG19 0.942 0.891 4.14 0.925 0.862 3.88
±0.030 ±0.049 ±2.95 ±0.038 ±0.062 ±3.22

ResNet101 0.939 0.887 4.24 0.918 0.852 4.11
±0.030 ±0.050 ±2.66 ±0.043 ±0.070 ±2.88

DenseNet121 0.940 0.886 4.32 0.916 0.849 4.36
±0.029 ±0.049 ±3.23 ±0.045 ±0.072 ±3.86
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Bias(θ̂) = E(θ̂)− (θ) (5.4)

Where θ̂ serves as a statistic to estimate the population parameter θ. E stands for
the expected value.

• Mean Absolute Error (MAE): measures the average size of absolute errors in a set of
predictions. It is calculated as the absolute average difference between the predicted
and actual values.

MAE =

∑n
i=1 |yi − xi|

n
(5.5)

Where |yi − xi| is the absolute errors and n is the sample size.

Analyzing these three indexes for each clinical parameter allows us to know the reli-
ability of each model in the proposed frameworks. However, the bias index is not taken
into account because the best-performing method is not always the one with the lowest
bias value.

We observe that U-Net1VGG19 achieved the best results for LVESV and LVEF in Ta-
ble 5.2. Regarding the estimation of the LVEF, U-Net1VGG19 got a 0.813 correlation, a
small bias (3.4%), a standard deviation (at most 8.3 %), and a mae of 6.6%. Moreover, the
correlation, bias, and mae are 0.959, -1.1±7.6 ml, and 5.4 ml, respectively, for the LVESV.
However, the U-Net2DenseNet121 model attained the maximum value of the correlation of
0.974 and the minimum value of the mae of 7.4 ml for the LVEDV.

5.3.2.3 Bland-Altman graphs

The Bland-Altman plot [211,212] is a statistical analysis and an alternative methodology
based on quantifying the degree of agreement between two quantitative measurements
by calculating the limits of agreement and analyzing the mean difference. This method
is valuable for identifying any bias in the mean differences and estimating the range of
agreement. The mean and standard deviation between the two observations are used to
calculate the statistical limitations. The Bland-Altman graph is a scatter plot xy, where
the y-axis indicates the difference between the two paired measurements (A−B) and the
x-axis the average of these data ((A + B)/2). Alternatively, the graphic can be created
using ratios or percentages. It is recommended that approximately 95% of the data points
should be within ±1.96 standard deviation of the mean difference.

Statistical analysis on LV segmentation from 9-fold cross-validation was performed by
representing Bland-Altman graphs in Figure 5.8. It enables investigation of the consis-

109



5.3. EXPERIMENTS AND RESULTS

Table 5.2: Results of the clinical parameters of the evaluated methods. LVEDV : Left Ventricular
End Diastolic Volume; LVESV : Left Ventricular End Systolic Volume; LVEF : Left Ventricular
Ejection Fraction; corr: Pearson correlation coefficient; mae: mean absolute error.

Network
LVEDV LVESV LVEF

corr bias±σ mae corr bias±σ mae corr bias±σ mae
(ml) (ml) (ml) (ml) (%) (%)

U-Net 1

VGG19 0.969 1.8±11.2 7.9 0.959 -1.1±7.6 5.4 0.813 3.4±8.3 6.6
ResNet101 0.968 -1.9±11.4 7.8 0.951 -5.4±8.2 7.2 0.764 6.4±9.6 8.1
DenseNet121 0.968 -1.1±11.5 7.9 0.946 -4.9±8.5 7.1 0.756 6.3±10.2 8.2

U-Net 2

VGG19 0.969 2.4±11.4 8.0 0.928 -1.6±9.8 5.8 0.526 4.9±19.5 8.5
ResNet101 0.969 -0.8 ±11.3 7.9 0.941 -4.7±9.0 7.0 0.789 6.2±9.1 8.0
DenseNet121 0.974 -1.3±10.4 7.4 0.952 -4.6±8.0 6.6 0.788 5.5±8.9 7.7

LinkNet

VGG19 0.967 2.1±11.6 8.2 0.947 -1.9±8.4 5.6 0.719 4.6±10.8 7.6
ResNet101 0.963 -3.0±12.2 8.5 0.944 -6.2±8.8 7.7 0.758 6.4±9.7 8.2
DenseNet121 0.968 0.2±11.5 7.9 0.952 -4.4±8.0 6.7 0.769 6.5±9.6 8.3

Att U-Net

VGG19 0.970 1.6±11.1 7.8 0.958 -1.3±7.5 5.4 0.783 3.7±9.4 7.0
ResNet101 0.971 2.0±11.1 7.9 0.948 -3.5±8.4 6.4 0.787 6.6±8.9 8.1
DenseNet121 0.970 0.0±11.1 7.8 0.943 -4.7±8.7 7.2 0.683 7.1±11.5 8.9

TransUNet

VGG19 0.966 1.6±11.9 8.2 0.941 -1.8±8.9 5.4 0.541 4.6±17.9 7.7
ResNet101 0.968 2.3±11.6 8.1 0.951 -3.6±8.1 6.2 0.743 6.9±10.5 8.1
DenseNet121 0.967 0.9±11.8 8.1 0.944 -4.1±8.7 6.6 0.639 6.8±13.1 8.6

tency between LVEF results derived from ground truth contours defined by the cardiol-
ogist and LVEF results automatically computed by each examined method. The x-axis
represents the mean of observed and predicted LVEF scores and the y-axis represents
the difference between observed and predicted LVEF scores. Horizontal dotted lines show
95% confidence intervals, while black horizontal continuous lines present mean differences.
Results are displayed for errors between -50 and 50 for easy comparison and suitable vi-
sualization. We observe that the Bland Altman diagrams presented in this figure confirm
the robustness of U-Net1VGG19 compared with other approaches.
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(a) U-Net1VGG19 (b) U-Net1ResNet101 (c) U-Net1DenseNet121

(d) U-Net2VGG19 (e) U-Net2ResNet101 (f) U-Net2DenseNet121

(g) LinkNetVGG19 (h) LinkNetResNet101 (i) LinkNetDenseNet121

(j) Att U-NetVGG19 (k) Att U-NetResNet101 (l) Att U-NetDenseNet121

(m) TransUNetVGG19 (n) TransUNetResNet101 (o) TransUNetDenseNet121

Figure 5.8: Bland Altman plots of the LVEF scores of CAMUS dataset. EF : Ejection Fraction
scores calculated from masks manually segmented; ÊF : Ejection Fraction scores calculated from
masks automatically predicted.
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5.3.2.4 Validation learning curves

Plots demonstrating model learning effectiveness across time or experience are known
as learning curves. They are a diagnostic tool in machine learning for algorithms that
use incremental learning from a training dataset. After each update during training,
the model can be evaluated on the training dataset and a hold-out validation dataset.
The graphs of the measured performance can be plotted to display learning curves. It is
possible to identify learning issues, such as an underfit or overfit model, and determine if
the training and validation datasets are sufficiently represented by examining the learning
curves of models. There are two types of learning curves:

• Training learning curve: a measure of the model’s learning efficiency derived from
the training dataset.

• Validation learning curve: is used to measure the generalization performance of a
model derived from the validation dataset.

Additionally, it is usually possible to create learning curves for various metrics based
on the optimization and performance of the models.

• Optimization Learning Curves: are based on the metric used to optimize the model’s
parameters, such as loss.

• Performance Learning Curves: are based on the metric used to evaluate and choose
the model, such as accuracy.

In this part of the work, we evaluate the validation learning curves of accuracy and
loss metrics. Figure 5.9 shows the quality of U-Net 1 segmentation during the validation
process. The green, red, and purple lines correspond to the VGG19, ResNet101, and
DenseNet121 backbones. In the accuracy and loss diagrams, the U-Net1VGG19 model’s
curve outperforms the two others.

5.3.2.5 ROC curves

Furthermore, we present the ROC curves of U-Net1VGG19, U-Net1ResNet101, and U-Net1DenseNet121

models in Figure 5.10. This graphical plot shows the true positive rate against the false
negative rate to demonstrate the suggested methodology’s capability for binary segmen-
tation of the LV. The ROC curves for U-Net1VGG19 gain the optimal performance, with
the area under the curve (AUC) values of 0.9719 in ED and 0.9709 in ES.
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Figure 5.9: Accuracy and loss validation curves of U-Net 1 architecture pre-trained on VGG19
(green lines), ResNet101 (red lines), and DenseNet121 (purple lines).

Figure 5.10: Comparison of ROC curves of the U-Net 1 architecture in ED and ES separately.
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Table 5.3: Each method’s total number of parameters and prediction time. #P is the number
of parameters in million and #S denotes the prediction time in seconds.

Model
VGG19 ResNet101 DenseNet121

#P #S #P #S #P #S

U-Net 1 27.3 1.75 47.5 8.22 9.7 6.48

U-Net 2 28.5 1.59 37.9 17.6 12.2 6.67

LinkNet 25.6 1.53 47.8 5.27 8.4 5.87

Att U-Net 21.8 1.14 30.0 11.2 6.2 5.44

TransUNet 24.2 5.45 31.9 10.2 8.6 9.90

5.3.2.6 Qualitative results

Figure 5.11 displays various examples of LVEndo segmentation from the CAMUS dataset.
In this figure, We present images from different patients, and they have different chamber
views and various image qualities. The first, middle, and last columns correspond to the
original, ground truth, and output images predicted by the best-proposed framework with
U-Net1VGG19. We observe that the segmentation approach delimited the LV region suc-
cessfully, even in poor quality images such as the (E) case with missing borders. However,
the suggested model seems to struggle with LV segmentation in some difficult samples,
e.g., in the (f) sample.

5.3.3 Study of the generalizability

In machine learning, generalizability is the capacity of your model to fit correctly to ad-
ditional, previously unseen data taken from the same distribution as the model’s original
data. In the following experiments, we assess the ability of the proposed framework to gen-
eralize on a completely different dataset. For this aim, we collected an echocardiographic
image dataset.

5.3.3.1 Presentation of the private dataset

During the final two years of this thesis, we collected a private dataset from Dr. Fouad
Belhachemi’s cardiology clinic in Tlemcen, Algeria. The dataset comprises 100 echocar-
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Original Reference Predicted
images masks masks

(a
)

(b
)

(c
)

(d
)

(e
)

(f
)

Figure 5.11: LV segmentation in different samples from CAMUS images by the best combi-
nation of U-Net 1 and VGG19 in the proposed methodology, compared to the reference masks.
The last example (f) presents a prediction that failed in recovering the segmentation mask.
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diography videos captured from A2C and A4C views obtained during routine medical
examinations of 50 patients at the clinic. All patient data were de-identified. Any per-
sonally identifiable information was removed from the exported videos and images to
ensure patient privacy. The dataset was acquired using the VIVID T8 R2 cardiovascu-
lar Doppler ultrasound unit incorporating the EchoPAC archiving software. We utilized
the 3Sc-RS probe developed by GE Healthcare, an acoustic amplifier probe designed to
enhance sensitivity across all modes and improve penetration (1.3-4.0 MHz).

Each exported video corresponds to a collection of B-mode images. At least one
complete cardiac cycle is acquired in each view and for each patient, enabling the manual
annotation of the endocardial border at two different time points representing the ED
and ES by the cardiologist. These tracings allow the estimation of ventricular volumes.
Figure 5.12 presents an example video of this dataset with manual annotation of LVEndo

in ED and ES frames. Each image was cropped and masked to exclude text and material
outside the scanning sector. Then, the generated images were downsampled into uniform
256×256 pixels. Additionally, the dataset contains corresponding labeled measurements,
such as clinical measurements (LVEDV, LVESV, and LVEF) and information about the
location of ED and ES frames in each video.

One cardiac cycle

…….. ……..…….. ……..

image 

sequence

ED frame ES frame

…………..

Figure 5.12: An illustration of a typical example of the private dataset with left ventricle
annotation in ED and ES frames.

5.3.3.2 clinical parameters results

To evaluate clinical generalizability, we apply the proposed CAMUS-trained image seg-
mentation framework, without tuning, to the external private dataset. We choose the
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combination U-Net1VGG19 because this architecture gives the best results on the CAMUS
images. As indicated previously, the model was trained with a 9-fold cross-validation
strategy. We tested the nine models on the new data and selected the model validated on
the fold1, which gives the best results of generalizability.

From Table 5.4, we observe that the proposed framework with LVEDV as segmentation
architecture clinically generalizes well, especially in the case of LVEDV with a correlation
of 0.953 and a mae coefficient of 7.8. However, the model doesn’t present very good
generalizability regarding the LVEF.

Table 5.4: Clinical parameters results of the testing of U-Net1VGG19 on the private dataset.
LVEDV : Left Ventricular End Diastolic Volume; LVESV : Left Ventricular End Systolic Volume;
LVEF : Left Ventricular Ejection Fraction; corr: Pearson correlation coefficient; mae: mean
absolute error.

Clinical parameter Evaluation index Result

LVEDV

corr 0.953

bias±σ(ml) 3.7±6.9

mae(ml) 7.8

LVESV

corr 0.871

bias±σ(ml) 2.6±7.0

mae(ml) 8.7

LVEF

corr 0.513

bias±σ(%) -1.6±17.0

mae(%) 9.6

5.3.3.3 Bland-Altman graphs

We added statistical analysis of the results presented by Bland-Altman graphs in Figure
5.13. This figure illustrates the consistency between LVEDV, LVESV, and LVEF results
derived from contours manually delimited by the cardiologist and LVEDV, LVESV, and
LVEF results obtained from the LVEDV method, respectively. Graphs 5.13a and 5.13b
demonstrate a good agreement between LVEDV and LVEDV estimated through the gener-
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(a) (b)

(c)

Figure 5.13: Bland Altman plots of: (a) LVEF, (b) LVEDV, (c) and LVESV scores of the private
dataset. EF : Ejection Fraction scores calculated from masks manually segmented; ÊF : Ejec-
tion Fraction scores calculated from masks automatically predicted. EDV : End Diastolic scores
calculated from masks manually segmented; ˆEDV : End Diastolic scores calculated from masks
automatically predicted. ESV : End systolic scores calculated from masks manually segmented;
ˆESV : End systolic scores calculated from masks automatically predicted.

alizability of U-Net1VGG19 on the external dataset. We observe from Graph 5.13c that
there is an acceptable agreement between LVEF and LVEF.

5.3.3.4 Qualitative results

For more visualization and interpretation of the results of LVEndo segmentation from the
private dataset, we present in Figure 5.14 different samples. The first, middle, and last
columns display the original images, the ground truth masks, and the output images pre-
dicted by U-Net1VGG19 trained on CAMUS images. The segmentation results demonstrate
that this model generalizes well in most external images. However, there are some failed
segmentation cases. An example is shown in the last row of the figure.
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Original Reference Predicted
images masks masks

(a
)

(b
)

(c
)

(d
)

(e
)

(f
)

Figure 5.14: LV segmentation of different samples from the external dataset using U-Net1VGG19
trained on CAMUS images. The last sample (f) presents a prediction that failed in recovering
the corresponding segmentation mask.
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5.4 Discussion

The developed framework for automated LV delineation from 2D echocardiographic im-
ages has demonstrated effectiveness and efficiency in this study. The utilization of the
openly available and extensively annotated CAMUS dataset has allowed for a thorough
assessment of the proposed methodology. The constructed approach consists of convolu-
tional neural networks as feature extractors and transfer learning techniques. CNNs have
shown promising performance in various medical image processing tasks and have proven
the ability to reuse learned knowledge in different computer vision applications, including
detection, segmentation, and classification. Hence, we selected some deep CNNs as the
feature extractors in this study. By employing encoder-decoder architectures and lever-
aging pre-trained feature extractors, the proposed framework addresses the limitations
of conventional segmentation techniques, even when faced with limited training data.
This approach enables accurate and efficient LV delineation, reducing the workload for
cardiologists.

Table 5.5: Comparison of the proposed method’s performance with current state-of-the-art
approaches in both ED and ES on CAMUS dataset.

Study DSC(%) HD(mm)

Inter-observer 89.60 6.30

Leclerc et al. [18] 92.75 5.40

Kim et al. [140] 92.0 4.92

Dahal et al. [133] 92.36 -

Escobar et al. [174] 92.39 -

Yang and Sermesant [166] 93.10 4.99

Saeed et al. [169] 93.11 -

Proposed(U-Net1VGG19) 93.30 4.01

The suggested methodology incorporates preprocessing procedures that involve resiz-
ing the images and applying histogram equalization before applying the transfer learning
strategy. One of the prerequisites for neural networks is that all input images must have
the same size. Hence, the input images were resized and reduced to a standardized dimen-
sion of 256×256 pixels. Preprocessing plays a vital role in the overall pipeline, particularly
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in the case of echocardiographic images, which often suffer from low contrast. To address
this issue, we employed histogram equalization to enhance the contrast of the images.
The differences in pixel intensities across the image are redistributed by equalizing the
histogram, resulting in a more balanced distribution and improved contrast. This en-
hancement process facilitates the detection of the endocardium wall, making it easier to
discern and delineate.

LV segmentation results may be affected by the architecture simplification when using
simple convolutions, although VGG19 achieved the best LVEF prediction using the U-Net
1 design. U-Net 1 is a version of the U-Net network already optimized for CAMUS image
segmentation accuracy [18]. U-Net1VGG19 also and globally demonstrated the best clinical
parameter performances, particularly LVESV and LVEF (See Table 5.2 and Figure 5.8a).
Figure 5.11 shows that the proposed method has successfully segmented the LV endo-
cardium for different image types and patients, except for some images with low contrast
or high luminosity in some areas of the heart, such as image (f).

From Figure 5.8, the LVEF parameters calculated by U-Net1VGG19 exhibit great agree-
ment with the manually obtained scores (Figure 5.8a). However, U-Net2VGG19 (Fig-
ure 5.8d) and TransUNetVGG19 (Figure 5.8m) present bad agreement despite showing
good geometrical results for ED and ES cardiac phases, respectively. The LVEF error
reaches very high values in some cases. This observation may be due to the poor seg-
mentation of these networks in the other cardiac phase, for which they do not perform
well. Consequently, the results of the LVEF calculation for these cases are considered to be
outliers. Hence, U-Net1VGG19 is more stable in estimating the clinical indices, i.e., LVEDV

and LVESV.
It is important to note that a neural network’s hyper-parameters, such as the number

of layers and neurons, can significantly affect network performance. We present the num-
ber of parameters and prediction time for each design examined in this study in Table 5.3.
It becomes apparent upon this table analysis that the VGG19 feature extractor demon-
strates superior prediction speed compared to other backbone architectures. However,
DenseNet121 contains fewer parameters for each segmentation network. Therefore, this is
due to the design of DenseNet, where each 3×3 convolution is enhanced by a bottleneck
consisting of a 1×1 convolution. As a result, DenseNet produces fewer feature maps per
convolution than other architectures like ResNet101. This characteristic of DenseNet121
contributes to improved computational and memory efficiency, allowing networks utilizing
DenseNet121 as an encoder to predict test images within a shorter time frame.

The LV was successfully segmented and analyzed using the suggested methods in most
test images. Based on the similarity of the ultrasound dataset for LV segmentation, we
compare our results to the most recent state-of-the-art techniques. Table 5.5 demonstrates
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that our transfer learning technique outperforms competing methods in terms of DSC and
HD in both ED and ES. However, due to various factors, segmentation algorithms may
perform less effectively in particular images. For instance, the shadows, speckle noise,
and artifacts are characteristics of the nature of ultrasound images. These shortcomings
reduce the ability of feature extractor modules to define the endocardial border of the LV.

To clinically assess the generalizability of the proposed framework, we also deploy the
best-performing model (U-Net1VGG19) to another external dataset without tuning. We col-
lected this dataset to evaluate the robustness of the proposed algorithm based on transfer
learning on different datasets exported from various scanners tools. The dataset contains
100 B-mode echocardiographic videos from 50 patients. The experiments demonstrate
the generalizability of the segmentation framework for echocardiography analysis. We re-
port good correlation and narrower limits of agreement on clinical parameters, especially
LVEDV and LVESV. This observation demonstrates that U-Net1VGG19 reached consistent
performance on clinical data. Many tracks in future work should further enhance the
LVEF prediction by developing strong deep learning, which adapts better to challenging
circumstances.

5.5 Conclusion

This chapter presented an in-depth analysis and study of a transfer learning-based method-
ology for LV analysis in 2D echocardiographic images. The proposed framework incor-
porates U-shaped encoder-decoder networks and employs a preprocessing technique to
enhance the quality of input images for LV segmentation. Given the low contrast na-
ture of echocardiographic images, histogram equalization was utilized as a preprocessing
technique to address this issue. Multiple encoder-decoder architectures, namely U-Net 1,
U-Net 2, LinkNet, Attention U-Net, and TransUNet, were investigated in combination
with three pre-trained backbones: VGG19, ResNet101, and DenseNet121. The transfer
learning strategy is effective, improves the segmentation performance, and gives a shorter
prediction time. Among the various networks created and evaluated, the U-Net 1 net-
work with VGG19 as the encoder, which had already been pre-trained on the ImageNet
dataset, yielded the best results. This combination demonstrated superior reliability and
stability of geometrical and clinical parameters such as LVEDV, LVESV, and LVEF. The
proposed methodology exhibited good generalizability performance to an external private
dataset, confirming its consistency and robustness. The findings of this study highlight
the effectiveness of the proposed transfer learning-based methodology for LV analysis in
2D echocardiographic images. U-Net 1 and VGG19 combination provides reliable and
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accurate LV segmentation results, with potential applications in clinical practice and
computer-aided diagnosis systems.
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Summary of contributions

Cardiovascular diseases are the leading cause of death in the world. They involve all
disorders of the heart and blood vessels. The LV is an essential component of the cardio-
vascular system. Through its function, it connects almost all organs of the system. Most
cardiovascular diseases predominantly affect the LV cavity. Early detection and diagnosis
of these illnesses are inevitable. Hence, developing an automated system can significantly
improve clinical processes by giving cardiologists the decision-support tools they need for
the early detection, diagnosis, and treatment of cardiovascular diseases.

This thesis aims to develop an automatic system for echocardiographic image analysis
based on deep learning to evaluate the performance of the LV chamber. Echocardiog-
raphy is the modality used in clinical routine to assess the anatomy and physiology of
the heart. It has multiple advantages, i.e., non-invasive, fast, real-time, and inexpen-
sive. In this research, we focus on the B-mode apical images produced from the TTE
diagnostic examination. This kind of echocardiographic image allows the cardiologists to
estimate multiple relevant clinical parameters, e.g., LVEDV, LVESV, and LVEF, to assess
the performance of the LV cavity.

The clinical parameters enable a quantification of the LV function from an accurate
segmentation of the LV region. The manual delineation of the LV routinely performed
by cardiologists is a critical and rough task that presents various drawbacks. Thus, the
segmentation process must be essentially automatic. The thesis was conducted in two
main directions to build a reliable system for echocardiographic image analysis assisting
cardiologists in daily clinical practice.

The thesis consists of five main chapters. It begins with a comprehensive introduc-
tion that sets the stage for the research. The first two chapters provide the necessary
background information. The first chapter covers the clinical aspects relevant to echocar-
diography modality and cardiac function assessment, while the second chapter delves into
the technical aspects of image processing and deep learning techniques. The third chapter
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was devoted to the state-of-the-art to define the current knowledge about our research.
The last two chapters presented the contributions of this thesis.

In the first research axis, we investigated the influence of the attention mechanism
on two improved U-Net architectures for LV segmentation from the echocardiographic
images dataset, namely CAMUS. Based on the realized experiments and the obtained
findings, we demonstrated that attention mechanisms improve the segmentation of the
LV. The second area of investigation consisted of proposing an automatic framework based
on transfer learning for echocardiographic image analysis. The main idea was to search
for the best combination between U-shaped encoder-decoder networks and pre-trained
backbones. The algorithm was trained and tested on the CAMUS dataset. We tested
the approach on an external dataset to evaluate the generalizability. The proposed deep
learning framework corresponds to the best combination between the segmentation archi-
tecture and the pre-trained backbone, produced a better performance with geometrical
and clinical parameters, shorter prediction time, and generalized well.

The comparison between the performances with those reported in the literature demon-
strated that the obtained results were satisfactory for all the algorithms we have developed.
The proposed methods presented accurate predictions of the LV region. However, we have
identified certain limitations and drawbacks:

• Speckle noise: Ultrasound images often suffer from speckle noise, which can degrade
image quality and obscure fine details. The presence of speckle noise may impact
the accuracy of LV segmentation results.

• Reliability of clinical parameters: Accurate estimation of clinical parameters, such
as LV volumes and EF, relies heavily on the segmentation results of the LV in both
ED and ES frames.

• Limited GPU memory: The computational requirements of deep learning models,
especially when training large networks, can be demanding in terms of GPU mem-
ory. Limited GPU memory may impose constraints on increasing the batch size
during training, which can affect the convergence and overall performance of the
investigated algorithms.

The research presented in this thesis has shown encouraging results that indicate that
the proposed echocardiographic image analysis system is robust for segmenting the LV
structure to evaluate cardiac function. It can assist cardiologists in assessing LV function
performance and early diagnosing cardiovascular diseases.
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Perspectives

The extension of this thesis work opens up several research directions and perspectives.
Some potential avenues for further investigation include:

• Image enhancement and denoising: Exploring machine learning or deep learning
techniques to improve the quality of echocardiographic images through image en-
hancement and denoising methods. These operations can involve developing models
that learn to enhance image contrast, reduce noise, and enhance the visibility of fine
details in echocardiographic images.

• Speckle noise reduction: Investigating deep learning approaches, such as generative
adversarial networks (GANs), for effectively reducing speckle noise in echocardio-
graphic images. Designing and training GAN models tailored for despeckling oper-
ations can help enhance the echocardiographic images’ visual quality and clarity.

• Temporal coherence modeling: Studying the temporal coherence and relationships
between frames throughout the cardiac cycle, particularly between ED and ES
frames. Exploring network architectures such as LSTM or 3D versions of U-shaped
networks can capture spatiotemporal information and improve the segmentation
and analysis of echocardiographic image sequences.

• Automatic ED and ES frame detection: Developing methods for automatically de-
tecting the ED and ES frames from echocardiographic cine series. This opera-
tion eliminates the need for ED and ES frames’ manual identification by observing
changes in LV dimensions. Automated frame detection can facilitate efficient and
standardized analysis of cardiac function.

• Analysis of other heart cavities: Extending the analysis to other heart cavities, such
as the LA or RV, using similar segmentation and analysis techniques. Exploring
the applicability of the proposed methods for the segmentation and assessment of
other cardiac structures can provide a more comprehensive understanding of cardiac
function.

• Analysis of LV function using speckle tracking: Investigating alternative techniques
and parameters, such as speckle tracking, for assessing LV function. Speckle tracking
methods estimate LV myocardial velocities and deformation variables, such as strain
and strain rate, which can provide additional insights into LV function beyond
traditional segmentation-based approaches.
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