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Abstract 

The infant communicates with the environment by crying. Babies produce this cry after being stimulated 

by pain, discomfort, emotional attention needs or environmental factors. It also contains valuable 

information about the infant's condition. 

This project concerns the development and the realization of a device based on the Raspberry Pi to detect 

baby cries and predict its cause. 

This study describes a database compiled to analyze the relationship between infant crying and its reasons, 

using spectrograms that provide topographic truth and fundamental frequency information with harmonics. 

Signal processing methods such as linear predictive analysis, CWT, DWT and MFCC were used to analyze 

the infant cries and extract the energy characteristics and the coefficient parameters. We attempts to classify 

baby cries into two categories such as pain and discomfort using several methods, we mention Neural 

Networks (NN), Convolutional Neural Networks (CNN) and Support Vector Machine (SVM), and we 

showcase the application into Node red dashboard for production part. 

Such a device can be used by parents (especially deaf parents) or a person who takes care of babies. This 

type of technology and device exists, but it is not available to a large group of people so we tried to make it 

available for all the different slices of community. 

 

Keywords: 

Baby cry, Deaf, Sound detector, Raspberry Pi, Arduino, Spectrogram, FFT, CNN, SVM, Machine learning, 

Artificial intelligence, Watson studio, Node red, signal processing, python, sounds, microphone. 
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Résumé  

Le nourrisson communique avec son environnement en pleurant. Les bébés produisent ces pleurs après 

avoir été stimulés par la douleur, l'inconfort, les besoins d'attention émotionnelle ou des facteurs 

environnementaux. Il contient également de précieuses informations sur l'état du nourrisson. 

Ce projet concerne le développement et la réalisation d'un dispositif basé sur le Raspberry Pi pour détecter 

les pleurs des bébés et prédire leur cause. 

Cette étude décrit une base de données compilée pour analyser la relation entre les pleurs du nourrisson et 

leurs causes, en utilisant des spectrogrammes qui fournissent une vérité topographique et des informations 

sur les fréquences fondamentales avec des harmoniques. 

Des méthodes de traitement du signal telles que l'analyse prédictive linéaire, la transformée en Ondelette 

Continu CWT, la transformée en Ondelette Discrète DWT et le MFCC ont été utilisées pour analyser les 

pleurs du nourrisson et en extraire les caractéristiques énergétiques et les coefficients caractérisant les pleurs 

de bébés.  

Nous essayons de classer les pleurs de bébé en deux catégories telles que la douleur et l'inconfort en 

utilisant plusieurs méthodes, nous mentionnons les réseaux neuronaux (NN), les réseaux neuronaux 

convolutifs (CNN) et la machine à vecteurs de support (SVM), nous présentons l'application dans le tableau 

de bord Node Red pour la partie production. 

Un tel dispositif peut être utilisé par les parents (en particulier les parents sourds) ou par une personne qui 

s'occupe de bébés. Ce type de technologie et de dispositif existe, mais il n'est pas disponible pour une grande 

population, nous avons donc essayé de le rendre disponible pour différentes groupes de la communauté. 

 الملخص

ي أو العوامل البيئية. ب
يعكس تواصل الرضيع مع بيئته بالبكاء. ينتج البكاء بعد أن يحفزه الألم أو عدم الراحة أو احتياجات الإهتمام العاطف 

ا معلومات قيمة عن حالة الرض
ً
وع هو تصنيع جهاز يعتمد على الحاسوب المصغر الرازبري باي  .يعهذا البكاء أيض الهدف من هذا المشر

  .لإلتقاط اشارة البكاء ومعرفة السبب

تتضمن هذه الدراسة تطبيق قاعدة البيانات المجمعة لتحليل العلاقة بي   بكاء الرضيع وأسبابه باستخدام مخططات طيفية توفر 

ددات الأساسية مع التوافقياتالحقيقة الطبوغرافية ومعلومات ع ي الخطي  .ن التر
  تم استخدام طرق معالجة الؤشارات مثل التحليل التنبئ 

 (LP)و CWT و DWT و MFCC لتحليل بكاء الرضع لإستخراج خصائص الطاقة و المعاملات.  

والشبكات  (NN) مثل الشبكات العصبيةقمنا بتصنيف قاعدة البيانات إلى فئات مثل الألم وعدم الراحة واستكشافها بعدة طرق تصنيف 

ي شكل واجهة ويب بواسطة برنامج (SVM)والشعاع الحامل للئلة  (CNN) العصبية التلافيفية
 Node Red ، لؤنتاج تطبيق ف 

فال يمكن استخدام مثل هذا الجهاز الذكي من قبل الوالدين )خاصة الآباء الصم( أو من قبل الأشخاص الذين يعتنون بالأط .للمستخدم

 )مربية الإطفال، إلخ(. هذا النوع من التكنولوجيا موجود ، لكنه غت  متاح لعدد كبت  من السكان ، لذلك حاولنا إتاحته لمجموعات مختلفة

ي المجتمع
  .ف 
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General introduction  

Human intelligence and his unlimited creativity always faced many challenges during existence to concur 

the different problems from ages ago until our days searching for solutions.  

When it comes to exploring human structure and different physiological signals, sound and hearing 

mechanism come to take a part. The diversity of hearing degrees in people let humans in general; scientists 

and engineers work on developing life conditions to have equal chances for living an equal live, especially 

when it comes to providing better life for deaf community. 

Infant cry signal is a biomedical acoustic signal that is usually high-pitched[1]. Infant cry is a mode of 

communication, for interacting and drawing attention. The infants cry due to physiological, emotional or 

some ailment reasons[2].  

According to world health organization it proves that 466 million people this is over 5% of the world‘s 

population suffer from hearing difficulties, and according to our studies, we found that those difficulties have 

a big influence on their social and economic level[3]. 

Our project goal is consist to realize a devise or a prototype based on the Raspberry Pi to detect baby cries 

and predict the cause of it. 

This document has four main chapters and in the end, there is a general conclusion and documents support. 

The theoretical part is divided in two chapters which we introduced the state of art of other projects and 

works in the same field with a brief explanation and we give a medical vision, several definitions of the 

sound and the physics behind it, the hearing anatomy and physiology. 

Then, the practical part consists of two chapters, which come to explain our methodology gradually with 

addressing the implementations and the results obtained to reach our goal. Moreover, the other chapter 

demonstrates the final design implementation using NODE-RED technology by showing some features 

results. 
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1. Introduction  

Historic researches show that so many scientists are interested in the study of neonate and their emotional 

state, trying to analyze their actions and cries during growing up mostly from first day born to 24 months, 

which is the most sensitive phase that parents make sure to have healthy base for their babies.  

It must be hard task for parent with hearing difficulties not to be able to tell when the baby is crying and 

not knowing the reason in often cases it is a quit a challenge, so many researches related to automatic 

recognition of emotional states[4]. 

In this first chapter, we will discuss the difference related work done. Therefore, we will begging with the 

methods of how to detect the sound, which proposing by the four previous works and what are the parts used 

to capture sound mainly the system realization for collecting data. Then proceed to the work that address 

audio signal processing and knowing the different classification methods used, followed by integration of 

deep learning.  

Finally proposing our contributions to this research and the different challenges faced, with showing our 

roadmap for establishing this project. 

2. Related work 

This part is divided into three parts the first part will handle the different detection systems, the second part 

about signal processing and feature extraction methods; the third part is the implantation of Deep Learning in 

speech recognitions. 

2.1. Building smart detection systems: 

Current time requires adaptable solution there for baby telemonitoring for parents that always occupied 

with several responsibilities and obliged to be away from their kids. Generally, babies cry because they are 

hungry, tired, unwell, or need their diaper changed.  

Sudden Infant Death Syndrome (SIDS) is also known as crib death, because many babies who die of SIDS, 

are found in their cribs. It occurs to infants younger than 12 months old. 

 These mentioned works developed smart solutions are the following: 

 a. IoT-BBMS (Internet of Things-Based Baby Monitoring System for Smart 

Cradle)  

IoT-BBMS working on a baby monitoring system consisting of a video camera and microphone without 

limitations of coverage[5]. 

 It can sent data and immediately notify the parents about urgent situations, thereby shortening the time 

needed to handle such scenarios[5]. 
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So facing this problem with their solutions by adopting the following methodology and contributions:  

 A smart baby cradle prototype is designed and fabricated with auto-swinging support, web camera 

and musical toy. 

 A new Algorithm is proposed and implemented in NodeMCU controller to perform the required 

monitoring and control tasks. 

 Utilizing the NodeMCU as the microcontroller and Adafruit MQTT as IoT server to retrieve data 

from sensors and send commands to actuators. 

 

Figure 1: Flowchart of research activities[5]. 

 

A temperature and humidity sensor, DHT22, is used in the proposed system to measure the room 

temperature. This system consisted of a four-channel relay module, which is controlled by the 

microcontroller.  

When the condenser MIC detected sound from the baby, a signal is sent to NodeMCU. NodeMCU switches 

the relay that is connected to a DC motor, which in turn is connected to the cradle for swinging purposes.  

The temperature and humidity sensor measure the room temperature, records the readings in the 

NodeMCU, and uploads the readings to the MQTT server at the same time.  

If the room‘s temperature exceeded a certain temperature, then the NodeMCU switches on the relay 

connected to the mini fan to lower the temperature and cool the baby, as well as prevent overheating.  
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An external Wi-Fi camera is used in this system to allow the parent to monitor the real-time baby condition 

however, this system is smart but is it costly for parents and Real-time monitoring can be very hard with 

different IP address network.  

 b. Design and Development of a Smart Baby Monitoring System based on 

Raspberry Pi and Pi Camera  

The designed system can spot the motion and crying condition of the baby. 

 They used condenser MIC to spot the crying condition and PIR motion sensor to spot the baby movement 

with the help of Pi camera. The camera is turned on only when the condenser MIC detects a sound and sends 

a signal to Raspberry Pi.[6] 

However, the output of this system is only available on monitor display; thus, the parents can only view the 

data on a limited number of devices within a fixed area.[6] 

 

  

 

 c. Smart Cradle for Baby Using FN-M16P Module 

This work cites the Infant Monitoring System with Real-Time Alerts to Parents using GSM.  

Activity Monitoring includes Infant‘s cry detection, which makes the cradle swing with pre-recorded voice 

play and alert to parents for their intimidation. [7]   

Figure 2: Circuit diagram of baby monitoring system[6] Figure 3: Block Diagram of the proposed System[6] 
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Cry detector system, which detects the baby cry by an M213 sound sensor based on ECM and sends the 

information to the microcontroller (Renesas micro-controller has been used in this project. ROM: 512 KB, 

RAM 32 KB, Data flash memory: 8 KB), after a time interval of three counts and it swings the cradle until 

the baby stops crying. The swinging action is due to DC motor. [7]   

The user can control the speed of the cradle as per his need and if the cry last for 5 counts then the mother 

voice is played by FN-M16P module will have recorded voice input of the mother and plays it whenever the 

baby cries for a long time. [7]   

The ultrasonic and accelerometer sensors are used for detecting respiratory and non-respiratory movements 

of the baby. 

 Respiratory movement: An ultrasonic sensor is used to detect the breathing of infant. When baby 

suffer from Apnea, information will be sent to parent by micro-controller via GSM. 

 Non-respiratory movement: It is a secondary process, which plays a major role, if the respiratory 

part does not work properly. Accelerometer is connected to the wrist or ankle of the infant that will 

help to detect the infant movement with respect to the x-axis and y-axis. When there will be no 

movement it will be detected, and alert will be sent. 

The model would decrease the existing complex methods of monitoring where typically involves  

(Electroencephalogram) EEG, Electro-oculogramme (EOG), two or three lead chest Electrocardiogram 

(ECG) were used to monitor are intrusive procedures and not well tolerated by infants and elderly. [7] 

 

Figure 4: Smart cradle Block Diagram [7]  
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 d. Smart Baby Cradle 

The system proposed is designed to help parents and nurses in infants care with low cost then the other 

solutions. Cradle starts swinging automatically when baby cry and swings till the baby stops crying[8].  

Then sounds an alarm when mattress gets wet, sounds an alarm if baby cries for more than a stipulated time 

indicating that baby needs attention.  

The sensors, including the three-pivot accelerometer and infrared sensor, are tried and connected under 

swinging sufficiency control and processed by ARDUINO UNO the swaying is automated by Artificial 

Metabolic Algorithm which is a method for calculating Labor power to control the gadget and work 

effectively. [8]  

The flag acknowledgment circuit likewise decides whether the zero-crossing rate of the beat motion over 

the whole time interim is more noteworthy than or equivalent to a second low limit however less than or 

equivalent to a third high limit. [8] 

On the off chance, which these two conditions are satisfied. At that point, the flag acknowledgment circuit 

yields a flag demonstrating that an infant's cry was distinguished.  

 

Figure 5: Block diagram[8] 

2.2. Signal processing and classification: 

Infant cry signal is a biomedical acoustic signal that is usually high-pitched. Infant cry is his only means of 

communication, production of which involves significant changes in its characteristics. 

 Possibly rapid changes in its short-time segments carry information about the cause of cry, which a mother 

can perceive.[1]  



 

 

25 State of the art 

 a. Discriminating Features of Infant Cry Acoustic Signal for Automated Detection 

of Cause of Crying 

In this study, we describe an ‗Infant Cry Sounds Database‘ (ICSD), collected especially for the study of 

likely cause of an infant‘s cry. [1] 

The database consists of infant cry sounds due to six causes: pain, discomfort, emotional need, ailment, 

environmental factors and hunger/thirst. The ground truth cause of cry is established with the help of two 

medical experts and parents of the infants.  

The Short Time Fourier Transform (STFT) as preliminary analysis is carried out using the sound 

production features from Spectrograms give the base reference to the instantaneous fundamental frequency 

and frame energy derived from the cry acoustic signal, using auto correlation and linear prediction (LP) 

analysis to extract the coefficients that are computed using the least squares method, that minimizes the LP 

residual or total prediction error. [1]  

In both methods, the signal was divided into frames of 10ms, with a shift of 6ms. The F0 contour was 

smoothed further, using a binary mask derived using the signal energy for each frame and let them arrive to 

the ground truth. 

In this figures, [1] we show sample of their results and that they used both methods to have more efficient 

results for pain features: 

Note: They are planning to use different signal processing methods in the future, and we are planning to 

use their database in our work, which will be explained afterwards. 

Figure 6: Illustration of (a) signal waveform, (b) signal 

energy contour and(c) F0 contour of Pain Cry of infant #1 
(using auto-correlation) [1] 

Figure 7: Illustration of (a) signal waveform, (b)signal 

energy contour, (c) LP residual and (d) F0 contour of 

Pain Cry of infant #1 (using LP analysis) [1] 

Figure 9: Spectrogram of Pain Cry of Infant #1. [1] Figure 9: Spectrogram of Pain Cry of Infant #2. [1] 



 

 

26 State of the art 

 b. Infant Cry Signal Detection, Pattern Extraction and Recognition 

The speech signal identification technique to recognize infant cry signals. Advanced signal processing 

methods are used to analyze the infant cry by using audio features in the time and frequency domains are 

Short-Time Energy and Short time zero crossing (STZC) for classifying each cry to a specific need[9].  

 The features extracted from audio feature space include linear predictive coding (LPC), linear predictive 

cepstral coefficients (LPCC), Bark frequency cepstral coefficients (BFCC) and Mel frequency cepstral 

coefficients (MFCC)[9]. The primary classification technique used were nearest neighbor approach, neural 

networks method. The cry recognition of specific infants yielded promising results. 

Their database collected at china hospital containing 30 recording includes 8-draw attention cry wave files, 

6-diaper change needed cry wave files, and 16 hungry cry wave files. Recording sampling frequency is      

44.1 kHz each[9]. 

This are some features classification results shown in the table below: 

Table 1: Infant cry recognition correct rate by using different work. 

Features LPC LPCC MFCC BFCC 

Nearest 

neighborhood 
63.84 47.95 63.89 65.22 

ANN LVQ 54.55 51.88 60.45 76.47 

Highest recognition correct rate for infant‘s cry application is achieved at 76.47% by using BFCC-10 

feature[9]. 

The simulation results show that classification rate is around 70%. It is believed that there are patterns that 

distinguish the meaning of infant cries. 

 c. Automated Baby Cry Classification on a Hospital-acquired Baby Cry Database 

This work brings us closer to real-time automatic baby cry recognition, as not only baby crying recognition 

accuracy is increased, but also both computational complexity and computation time are vastly 

decreased[10]. 

Altering the complex parameters of the machine learning algorithms further than the baseline values could 

be the basis of future research, but will likely require variations for each cry type using[10]. 

For feature extraction they used The Munich open Speech and Music Interpretation by Large Space 

Extraction (open SMILE) tool enable extraction of large audio feature spaces in real-time, allowing for 

various configurations for distinct purposes, such as speech emotion recognition, sincerity recognition, 

etc.[11] [12]. 
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They applied machine-learning algorithms using WEKA[13], an open-source Java application developed 

by the University of Waikato in New Zealand. 

Best Feature Selection or BFS is a technique that aims to reduce the dimensionality of the feature vector by 

excluding all the features that are irrelevant to the classification task while selecting the minimum subset of 

features embodying the relevant properties of the dataset. 

 The first approach (Corr) computes the Pearson correlation coefficient between each feature. 

 The second approach (InfoGain) computes the entropy for each feature for the output variable. 

Lastly, using the Correlation-based Feature Selector (CFS) and the Best-First Search Method introduced by 

Hall[14]. The CFS algorithm is able to rank feature subsets according to the degree of correlation. 

Baby Language (DBL) that has some meaning like ―I am hungry‖, ―I am sleepy‖, and others. The baby 

language is grouped into five meanings that use as universal language of babies[14]. 

Dunstan Baby Language (DBL) is through three main stages, the first is pre-processing to normalize all 

sound data, the second is feature extraction, and the last one is classification process. The popular feature 

extraction methods for audio processing are Mel Frequency Cepstral Coefficient (MFCC) and Linear 

Frequency Cepstral Coefficient (LFCC), they use sound frequency based[14].  

For the classification process, there are so many methods that have been used, but in this study, KNN 

classification, Vector Quantization (VQ) and Simple Neural Network (SNN) are analyzed to inform the 

appropriate condition when using this method combination from feature extraction to the classification[14].  

2.3. Baby Cry Detection in Domestic Environment using Deep 

Learning 

Reading this work, we saw that they propose two machine-learning algorithms for automatic detection of 

baby cry in audio recordings.  

The first algorithm is a low-complexity logistic regression classifier, used as a reference[15].  

To train this classifier, we extract features such as Mel-frequency Cepstrum coefficients, pitch and 

formants from the recordings. 

 The second algorithm uses a dedicated convolutional neural network (CNN), operating on log Mel-filter 

bank representation of the recordings[15].  

Performance evaluation of the algorithms is carried out using an annotated database containing recordings 

of babies (0-6 months old) in domestic environments[15].  

They plan to train a CNN classifier to detect various types of domestic sounds in addition to cry signals. 
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Table 2: A summary of the false-positive rates for a given detection rate between the two classifiers. 

 

 

 

Note: The classification results are very satisfying that ensure that CNN is the best for such a method  

3. Work contribution 

The contribution of this project (A system used for cry interpretation for the deaf parents) is to combine the 

system of the cry detection with a program or software to achieve the interpretation of the cry to help the 

parent en general and the deaf parent in particular.  

We are using the Raspberry Pi with microphone via digital converter (Sound card) to detect and read the 

input data (Baby cries) and testing several models as CNN using spectrogram images, NN using multi layers 

perceptron, SVM using continuous wavelet transform for the signal processing.  

Then integrate machine-learning model to have the cry prediction using NODE-RED interface and 

dashboard to display results. 

To achieve this project, we have to pass by: 

 Testing phase include the use of Arduino Uno connected to electronic circuit to tests the 

acquisitions of the sound. 

 Analyzing the data for preparation of machine learning system. 

 The signal processing, in this part, we are testing several methods using PYTHON as our 

framework and in the classification part, we compare between the CNN, NN and SVM methods to 

choose the suitable method for our application.  

 The deep learning model implanted in the detection device to detect the cry with mentioning the 

type of the cry to notify the parents or the babysitter. 

 In addition, our goal is to realize a finished product from all the angles (Performance and design).  

The devise can be controlled via a Wi-Fi or Bluetooth if the parents allow it, if else via GSM or even 

hotspot. 

Classifier / Detection 

rate 
80% 85% 90% 95% 

Logistic Regression 0.9% 2,1% 4,3% 9,0% 

CNN 0,7% 1,6% 4,2% 12,0% 
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4. Gantt diagram 

 

5. Roadmap 

This work is composed of four chapters ending with technical support paper, summarizing the work as 

following:  

In the first chapter, we introduced the state of art of the other projects and works in the same field with a 

brief explanation about the principles and techniques used to realize these sorts of projects. 

The second chapter is about several definitions of the sound and the physics behind it, the hearing anatomy 

and physiology. In addition, we will address the impact of deafness on the child, parent and the society, 

without forgetting the communities that help the harmed ones. 

In the third chapter, we will explain our methodology gradually, passing from the testing phase to the 

realization of the final product using deferent techniques with addressing the implementations and the results 

obtained to reach our goal.  
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In the fourth chapter working on final design implementation using NODE-RED technology by showing 

some features results. The transmission of the information or the result to the parents or the babysitter will be 

using one of the different techniques (Wi-Fi, Bluetooth or GSM). 

Finally, in the end, there is a general conclusion showing results and documents support.  
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Definition and physics of sound
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1. Introduction  

Sound is the heart of speech communication. A sound wave is the end product of the speech production 

mechanism and the primary source used by the listener to recover the speaker's message.  

Because of the central role of sound in verbal communication (Speech), it is important to have a good 

understanding of how sound is produced, changed and measured[16]. 

 The purpose of this chapter will be: 

 To review some of the basic principles of the physics of sound, especially the ideas that play a 

particularly important role in speech and hearing. The mechanism of speech generation is an 

assembly line that works by producing some relatively simple sounds. 

 To see, a critical step at the receiving end occurs, when the ear breaks down this complex sound 

into individual frequency elements. 
 To know more about hearing loss and the communities that help people who suffer from deafness. 
 To show our survey for this dilemma.   

Before getting into these ideas, it is first necessary to cover the basic principles of vibration and sound 

propagation. 

2. Sound definition   

In physics, sound is a vibration that propagates as an acoustic wave, through a transmission medium such 

as a gas, liquid or solid[17]. 

In human physiology and psychology, sound is an audible mechanical wave propagating through matter, or 

the perception of such waves by the brain. [18] 

Only acoustic waves that have frequencies lying between about 20 Hz and 20 kHz elicit an auditory percept 

in humans. Sound waves above 20 kHz are known as ultrasound and are not audible to humans. Sound 

waves below 20 Hz are known as infrasound as shown in figure 10. Different animal species have varying 

hearing ranges[17]. 

 

Figure 10: Diagram of sound waves. [17] 
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3. Sound and Vibration 

A sound wave is an air pressure disturbance that results from vibration. The vibrations can come from a 

guitar string, an air column in an organ pipe, a speaker's diaphragm, a vocal cords, or almost anything that 

vibrates in the frequency range that the listener can hear (for humans, it's about 20 to 20,000 vibrations per 

second). [16] 

 Two conditions are required for the production of sound waves, one is vibrational interference and the 

other is an elastic medium, the most familiar of which is air. We first introduce the properties of vibrating 

objects and then look at what happens when vibrational motion occurs in an elastic medium such as air.[16] 

4. Physics of sound 

4.1. Propagation of sound 

Sound is a series of pressure waves that propagate through a compressible medium such as air or water. 

(Sound can also be transmitted through solids) [17] . 

During propagation, waves are reflected, refracted or attenuated by the medium. All media have three 

properties that affect the behavior of sound transmission[17] : 

 The relationship between density and pressure. This relationship, influenced by temperature, 

determines the speed at which sound travels through the medium. 

 The motion of the medium itself, such as wind, etc. Unrelated to the movement of sound through 

the medium, if the medium is in motion, the sound propagates further through the medium. 

 The Viscosity of the medium. This determines the speed at which the sound is attenuated. For 

many media, such as air or water, the attenuation due to viscosity is negligible.  

When sound moves in a medium that does not have constant physical properties, it may be refracted 

(dispersed or focused). 

Mechanical vibrations that can be interpreted as sound can pass through all material forms: gas, liquid, 

solid and plasma. The substance that supports sound is called a medium. Sound cannot travel through 

a vacuum[17].  

4.2. Longitudinal and transverse waves 

There are two basic types of waves, transverse and longitudinal. Differentiated by the way of the wave 

is propagation. 

 In transverse waves (figure 11) is generated by electromagnetic sources such as light or radio, in which the 

electric and magnetic fields that make up the wave oscillate in a direction perpendicular to its propagation. 

https://en.wikipedia.org/wiki/Vacuum
https://www.merriam-webster.com/dictionary/differentiated
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Figure 11: A representation of a transverse wave [19] 

A longitudinal wave (figure12) can be created by squeezing several turns of the spring to form a 

compression, which is then released so that the compression travels along the length of the spring.  

Sound propagates through air or other media in the form of longitudinal waves, where mechanical 

vibrations that form the wave occur along the direction of propagation of the wave [19].  

Sound waves are regions of high and low pressure moving at a certain speed. It consists of a periodic (i.e., 

oscillatory or vibrational) pressure change that occurs around an equilibrium pressure at a particular time and 

place.  

Equilibrium pressure and pure sound waves (i.e., waves of a single frequency) pass through the resulting 

sinusoidal wave changes [19]. 

 

Figure 12 A representation of a longitudinal wave[19] 

4.3. Sound wave properties and characteristics 

Sound wave can be described by five characteristics: Wavelength, Amplitude, Time-Period, Frequency and 

Velocity or Speed[20]. 
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Figure 13: Wave characteristics[20] 

 Wavelength 4.3.1.

The minimum distance in which a sound wave repeats itself is called its wavelength. That is it is the length 

of one complete wave. It is denoted by a Greek letter λ (lambda).   

We know that in a sound wave, the combined length of a compression and an adjacent rarefaction is called 

a wavelength. Also, the distance between the centers of two consecutive compressions or two consecutive 

rarefactions is equal to its wavelength[20]. 

Note: The distance between the centers of a compression and an adjacent rarefaction is equal to half of its 

wavelength i.e. λ/2. The S.I unit for measuring wavelength is meter (m). 

  Amplitude 4.3.2.

When a wave passes through a medium, the particles of the medium are displaced temporarily from their 

original undisturbed positions. The maximum displacement of the particles of the medium from their original 

undisturbed positions, when a wave passes through the medium is called amplitude of the wave. [20] 

In fact the amplitude is used to describe the size of the wave. The S.I unit of measurement of amplitude is 

meter (m) though sometimes it is also measured in centimeters.[20]   

 Time-Period 4.3.3.

The time required to produce one complete wave or cycle or cycle is called time-period of the wave. Now, 

one complete wave is produced by one full vibration of the vibrating body. Therefore, we can say that the 

time taken to complete one vibration is known as time-period. It is denoted by letter T. The unit of 

measurement of time-period is second (s) [20]. 

 Frequency 4.3.4.

The number of complete waves or cycles produced in one second is called frequency of the wave. Since 

one complete wave is produced by one full vibration of the vibrating body, so we can say that, the number of 

vibrations per second is called frequency[20].  
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For example: if 10 complete waves or vibrations are produced in one second then the frequency of the 

waves will be 10 hertz or 10 cycles per second.  

The S.I unit of frequency is hertz or Hz. The frequency of a wave is denoted by the letter f.   

The frequency of a wave is the same as the frequency of the vibrating body, which produces the wave[20]. 

 Velocity of Wave (Speed of Wave) 4.3.5.

The distance travelled by a wave in one second is called velocity of the wave or speed of the wave. It is 

represented by the letter v. The S.I unit for measuring the velocity is meters per second (m/s or ms-1) [20]. 

 d. The relation between time-period and frequency of a wave 

The time required to produce one complete wave is called time-period of the wave. Suppose the time-

period of a wave is T seconds[20]. 

In T seconds number of waves produced = 1 ; so, in 1 second, number of waves produced will be = 1/T. 

However, the number of waves produced in 1 second is called frequency. 

Therefore, f = 1/Time-period; f = 1/T,    Where f = frequency of the wave, T = time-period of the wave. 

 e. The relationship between Velocity, Frequency and Wavelength of a Wave 

Velocity = Distance travelled/ Time taken 

Let v = λ / T,    Where T = time taken by one wave. 

v = f * λ:    This formula is known as wave equation.  

Where v is velocity of the wave, f is frequency and λ is the wavelength. 

Velocity of a wave = Frequency * Wavelength. 

This applies to all the waves like transverse waves like water waves, longitudinal waves like sound waves 

and  the electromagnetic waves like light waves and radio waves[20]. 

 Other Terminology 4.3.6.

 a. Pitch 

 Pitch is the perception of the frequency of sound waves—i.e. The number of wavelengths passing through 

a fixed point in a unit time [19]. 

 b. Loudness 
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Loudness refers to the intensity of the sound, i.e. the pressure that the sound waves exert on the eardrum. 

The greater the amplitude or intensity of a sound wave, the greater the pressure or intensity of the sound and 

therefore the louder the sound. The intensity of sound is measured and reported in decibels (dB)[19]. 

Note: A decibel is a unit that represents the relative size of a sound in logarithms. 

5. Human voice 

In the vowels produced by the human voice, the stressed harmonic group, the so-called "consonant", plays 

a crucial role.  

The vowel comes from the resonance in the vocal cords. The average length of the human vocal cords is 

about 17.5 cm, with the lower end at the vocal folds and the upper end at the lips. Like a reed or like a lip at 

the mouthpiece of a wind instrument, the vocal fold plays an acoustically closed role, so the vocal column is 

a closed tubular resonator with resonance frequencies of about 500 Hz, 1500 Hz, 2500 Hz, 3500 Hz, etc. [19] 

The vibration frequency of the vocal folds, determined by the folds‘ tension, determines the frequency of 

the vocal sound. When a sound is produced, all harmonics are present in the spectrum, but those near the 

resonant frequencies of the vocal column are increased in amplitude. These emphasized frequency regions 

are the vocal formants. By changing the shape of the throat, mouth, and lips, the frequencies of the formants 

are varied, creating the different vowel sounds.[19] 

6. Baby cries 

Newborns are communicating by crying. In this way, newborns express their physical and emotional states 

and express their needs. Hunger, tiredness, pain, discomfort, aches, colic, discharge, bloating, need for 

attention, etc. are the main reasons for a baby to cry. [21] 

Studies have shown that there are different types of cries depending on the needs of the newborn, such as 

hunger, pain, discomfort, etc. A neonatologist or pediatrician can distinguish between different types of cries 

and can find patterns in each type of cry [21].  

The cry of a newborn is a special condition of human speech, and like human speech, the cry is a short-

term stationary signal. Since newborns do not have full control of the vocal tract, cry signals are considered 

to be more stationary than speech signals[22]. 

Compared to the production of adult speech, it can be demonstrated that crying is again a complex 

neurophysiological behavior. 

It is the result of an intense expulsion of air pressure in the lungs, causing oscillations of the vocal cords 

and leading to the formation of sound waves[21]. 
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7. Hearing 

Hearing is the process by which the ear translates sound vibrations in the external environment into nerve 

impulses and transmits them to the brain, where they interpreted as sound. 

Sound is when vibrating objects, such as strummed strings on a guitar, produce pulses of pressure from 

vibrating air molecules, known as sound waves. 

The human ear can distinguish different subjective aspects of sound, such as loudness, pitch, etc., by 

detecting and analyzing different physical properties of sound waves.  

The ear is most sensitive and perceptible to frequencies between 1000 and 4000 Hz, but at least for normal 

young ears, the entire audible range of sound is between about 20 and 20,000 Hz[23].Sound waves of still 

higher frequency are referred to as ultrasonic, although other mammals can hear them. 

In order for a sound to be transmitted to the central nervous system, the energy of the sound undergoes 

three transformations. 

First, the vibrations in the air are transformed into vibrations in the tympanic membrane of the eardrum and 

middle ear and in the cochlea. These vibrations in turn become vibrations of the fluid in the cochlea.  

Finally, the vibration of the fluid builds up a motion wave along the basal membrane that stimulates the 

hair cells of the Corti organ. These cells convert the vibrations of sound into nerve impulses in the nerve 

fibers of the cochlea, which are then transmitted to the brainstem, where they are heavily processed and then 

relayed from the brainstem to the primary auditory area of the cerebral cortex, which is the ultimate center of 

hearing in the brain[23]. 

Only when the nerve impulses reach this area does the listener become aware of the sound. 

7.1. Anatomy of auditory system  

The anatomy of our auditory system (figure 14) is extremely complex, but can be roughly divided into two 

parts, one called the ―peripheral‖ auditory system and the other called the ―central‖ auditory system[24].  

The peripheral auditory system consists of three parts, the outer ear, middle ear and inner ear[24]: 

 The outer ear consists of the auricle (also known as the pinna), the ear canal and the eardrum. 

 The middle ear is a small, air-filled space that contains three small bones called the malleus and 

incus, but collectively called the ossicles. The large ear bone (the malleus) is connected to the 

tympanic membrane (the eardrum), the outer ear to the tympanic membrane.  

 The inner ear has hearing and balance organs. The auditory part of the inner ear is called the 

cochlea because of its unique curly shape. There are thousands of sensory cells (called hair cells) in 

the cochlea that is connected to the central hearing system by the hearing or auditory nerve. The 

cochlea is filled with special fluids that are important to the hearing process.  
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The central auditory system consists of the auditory nerve and an extremely complex pathway that runs 

through the brain stem and down to the auditory cortex of the brain[24]. 

7.2. Physiology of hearing 

The physiology of hearing, like its anatomy, is indeed very complex and for best understanding, we must 

take a look at the roles played by the various parts of the auditory system mentioned above[24]. 

Sound waves, which are actually vibrations in the air around us, are collected through the needles on either 

side of our head and funneled into the ear canal. These sound waves cause the tympanic membrane to 

vibrate.  

The eardrum is so sensitive to sound vibrations in the ear canal that it can detect even the faintest sounds 

and reproduce even the most complex sound vibration patterns[24].  

The tympanic membrane vibrations move the chain of small bone in the middle ear (the ossicles – malleus, 

incus and stapes), sending sound vibrations into the cochlea in the inner ear.  

This is because of the stapes, the last of the three bones in this chain, are located in a periosteal-covered 

window in the bone wall that separates the middle ear from the cochlea in the inner ear[24]. 

When the stapes vibrate, it causes the fluid in the cochlea to move in a wave-like manner, stimulating 

microscopic hair cells.  

Figure 14: Diagram of the main parts of the peripheral hearing system. [24]. 
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It is worth noting that the hair cells in the cochlea respond to different sounds depending on the pitch or 

frequency of the sound. High-pitched sounds stimulate hair cells in the lower cochlea and low-pitched 

sounds stimulate hair cells in the upper cochlea[24].  

What happens next is even more remarkable because when each hair cell detects the pitch or frequency of 

the sound to which it is responding, it generates nerve impulses that move instantaneously along the auditory 

nerve[24]. 

These nerve impulses travel along complex pathways in the brainstem before reaching the brain's auditory 

nucleus, the auditory cortex. Here, the nerve impulse flow is transformed into meaningful sound. 

 All of this happens in almost a fraction of a second after the sound waves first enter our ear canals. It is 

quite true to say that we end up listening with our brains[24]. 

8. Deafness and hearing loss 

There are two main types of deafness (partial or complete inability to hear), conductive deafness and nerve 

deafness. Conductive deafness refers to the disturbance of sound vibrations as they travel from the outer ear 

to the nerve cells of the inner ear[25].  

The obstruction may be that the earwax is blocking the auditory canal in the outer ear, or the stapes fixation 

so that the stapes (one of the small bones in the middle ear) cannot transmit sound vibrations to the inner ear.  

In nerve deafness, certain defects in the sensory cells of the inner ear (e.g., damage caused by excessive 

noise) or in the vestibular cochlear nerve prevent the transmission of sound impulses from the inner ear to 

the auditory center of the brain. Deafness at birth is usually neurotypical and cannot be improved by medical 

means[25]. 

There are 466 million people in the world with disabling hearing loss. This is over 5% of the world‘s 

population; 34 million of these people are children, 60% of childhood hearing loss is preventable through 

public health actions[3].Nearly one out of every three people over 65 years are affected by disabling hearing 

loss left untreated. 

 Hearing loss can lead to people being excluded from the most basic communication, thereby contributing 

to feelings of loneliness, frustration and social isolation. Hearing loss in the elderly is linked with early 

cognitive decline and dementia. Age-related hearing loss can be managed effectively through a variety of 

means, including hearing aids[3]. 

 It is estimated that 1.1 billion people (aged between 12-35 years) are at risk of developing hearing loss due 

to noise exposure. 

Unless action is taken, by 2030 there will be nearly 630 million people with disabling hearing loss. By 

2050, the number could rise to over 900 million[3].  

Note: Disabling hearing loss refers to hearing loss greater than 40dB in the better hearing ear in adults and 

a hearing loss greater than 30dB in the better hearing ear in children. 
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9. Impact of hearing loss 

9.1. Functional impact 

One of the main impacts of hearing loss is on the individual‘s ability to communicate with others. Spoken 

language development is often delayed in children with unaddressed hearing loss[3]. 

Unaddressed hearing loss and ear diseases such as otitis media can have a significantly adverse effect on 

the academic performance of children. They often have increased rates of grade failure and greater need for 

education assistance. Access to suitable accommodations is important for optimal learning experiences but 

are not always available[3]. 

9.2. Social and emotional impact 

Exclusion from communication can have a significant impact on daily life, causing loneliness, isolation and 

frustration, especially among older people with hearing loss.  

Parents with hearing impairments face unique challenges, such as finding a daycare program or nanny 

(babysitter) who can communicate with them and their children. Other challenges come from parents' 

inability to hear [26].  

For example, a day care provider who was caring for a hearing child of a deaf parent noticed a tendency for 

the child to scream or yell. In her letter, she asked whether it was common for hearing children of deaf 

parents to shout loudly on a regular basis. 

 Another problem for deaf parents of hearing children is that the children may take advantage of the fact 

that their parents cannot hear them. This issue came up in the blog post ―Deaf Parents with Unruly Hearing 

Children‖. In that post, a teacher commented that her students who had deaf parents were misbehaving and 

taking advantage of their parents' deafness[26].  

9.3. Economic impact 

WHO estimates that unaddressed hearing loss costs the world $750 billion annually, including costs to the 

health sector (excluding the cost of hearing equipment), educational support costs, lost productivity and 

social costs[3].  

In developing countries, children with hearing loss and deafness rarely receive schooling. The 

unemployment rate for adults with hearing loss is also much higher. Among the employed population, a 

higher proportion of people with hearing loss have a lower level of employment compared to the general 

workforce [3]. 

Increased access to education and vocational rehabilitation services and raising awareness of the needs of 

employers, especially those with hearing loss, will reduce the unemployment rate for people with hearing 

loss[3]. 
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10. Deaf communities 

10.1. The World Federation of the Deaf 

The World Federation of the Deaf is one of the oldest international organizations of persons with 

disabilities in the world , recognizing the barriers to full accessibility, equal human rights and participation in 

decisions affecting deaf people around the world [27].  

The World Federation of the Deaf was founded in Rome, Italy, on 23 September 1951. At the First World 

Congress, only representatives of deaf associations from 25 countries attended. Today, our ordinary 

members represent 135 countries on five continents and it has been working with the United Nations and its 

agencies since the late 1950s [27]. 

The WFD has played an important role in advocating and developing the United Nations Convention on 

the Rights of Persons with Disabilities (CRPD) [27]. It remains actively involved in the CRPD 

implementation, monitoring, and promoting its ratification by Member States. 

 Vision: Human rights for deaf people, including recognition of sign language in all aspects of life. 

 Mission: The WFD works for the realization of deaf people‘s human rights in partnership with the 

United Nations and its agencies, national organizations of deaf people, and relevant stakeholders. 

 Values: Respect, Equality, Diversity, Impartiality and Professionalism. 

10.2. National Federation of the Deaf of Algeria (F.N.S.A.) 

The National Federation of the Deaf of Algeria, in French ―Fédération Nationale des Sourds d'Algérie‖, is 

an Association created in 1979 and was approved on 14 March 1981 by the Ministry of the Interior.  

It is represented in all the Wilayas through the Unions of Deaf-Mutes whose approvals are provided by the 

Walis[28]. 

National Federation of the Deaf in Algeria's official or approximate number of Deaf people: 240,000(WFD. 

2008. Global Survey Report)[29]. 

The F.N.S.A. works to develop solidarity actions to achieve the different goals: 

 Employment: A hearing-impaired person who is employed can consider himself or herself to be 

integrated into society. 

 Information: Heavy media should take over the communication to the deaf community. 

 Training: Develop sign language for all deaf and hearing people. 

 Special education: 

o Organization of seminars in collaboration with specialized institutions. 

o To develop associations of parents of hearing impaired children. 

o Encourage the creation of audio phonology and audiometry centers. 

o Opening of kindergartens. 

o Encouraging the teaching of sign language. 



 

 

43 Definition and physics of sound 

o Promote national and international exchanges. 

o Developing cultural and sports activities for the benefit of deaf children. 

o Opening holiday and leisure centers. 

o Reserve exhibition spaces for the works and artwork of deaf people. 

o Helping to build up a documentary fund for deaf people.  

Here some of the statistics from the ADAS Tlemcen about deaf people in the region of Tlemcen, details in 

the following table:  

Table 3: Statistics of deaf people in Tlemcen region 

11. Dilemma survey 

This survey is lunched on 22 January 2020 via Google forum asking some questions to know the severity 

of the problem and having some feedback (29 answers) the following (figures15)show some statistics. 

 

 

Figure 15: Survey results 

Based on the data showed, we can assume that our solution is needed not just for the deaf community but 

also from the rest of communites. 

Age 
Percentage of 

deafness 

Number 
Total 

Male Female 

Under 18 years 
Less than 100% 145 123 

2081 
100% 185 196 

Above 18 years 
Less than 100% 423 336 

100% 361 312 
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12. Conclusion 

In this chapter, we introduced some of the definition to the most important highlights that give importance 

to the sound and hearing issues especially for the people with hearing difficulties and what they face in the 

world with the most important actions taken in the organizations to reduce the outcomes for better 

conditions. 

In the next chapter, we are presenting the steps for solving this social problem, proposing our technical 

solutions and methods to achieving the best answer to confront and tackle this problem.
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1. Introduction 

Nowadays, baby cry detection is implemented on a smart home technology that makes it easy to monitor 

your baby's cries. There are many studies and researches on the detection and classification of infant cries for 

many purposes. 

The right interpretation of the crying baby is notable for the medical objective so caregiver (parents, 

babysitters, etc.…) knows how to treat baby well. 

In this chapter, we will focus on our methodology to realize this project, passing by the realization of the 

detection system (microphone, raspberry pi, etc.…), data collection, signal processing, classification methods 

and the implantation of the deep learning to make the right prediction of the cry, adding some definitions for 

the used technologies. 

In this diagram, we present the work of the chapter: A [‗detection system‘] B [‗signal processing‘] C 

[‗classification phase‘]. 

 

Figure 16: Diagram represents the realization of the project 

Spectro-gram 

MFCC 

CWT/DWT 
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2. Work dependencies 

2.1. Framework dependencies  

Table 4: Framework used 

Specifics HP Elite Book Lenovo thinkpad L460 

Systèmes d’exploitation  Windows 10 Professionnel 64 bits. Windows 10 professionnel 64 bits 

Processeurs  

APU AMD PRO A10-8700B with 

graphic card Radeon™ R6 (1,8 GHz, 

till 3,2 GHz, 2 Mo of cached 

memory, 4 hearts). 

Intel core i5-6800U Vpro with 

CPU:2,40 GHz; Intel graphic card 520; 

Stockage 
256 Go SSD M.2 SATA MLC SE + 

500 Go HDD. 
256 Go SSD  

RAM 8 GB (7.42 usable). 8 GB (7.87 usable). 

2.2. Hardware dependencies  

Table 5: Hardware used 

Used hardware 

Communication 

support 
Equipment Components 

Raspberry pi 3 model B 

Arduino UNO 

Sound module KY-083 

Compatible SD card 

reader for Arduino 

Audio jack module for 

Arduino 

ADS1115 (ADC 

module) 

MAX9814 (Microphone 

module) 

Microphone  

Sound card  

Oscilloscope 

Base frequency 

generator  BFG 

Multi-meter 

DC generator 

Soldering 

iron/Desoldering pump 

 

Breadboard 

wire jumpers  

(M_M),(F_M) 

microphone electret 

Resistors / Capacitors 

TL081 

LM741 

LED (red, yellow, green) 
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2.3. Software dependencies   

Table 6: Software used 

Software Definition 

Matlab 2015 
MATLAB is a multi-paradigm numerical computing environment and 

proprietary programming language developed by MathWorks. 

Python 3.74 
Python is an interpreted, high-level, general-purpose programming 

language. 

Anaconda environment 3 

Conda environments are language agnostic. That is, they support 

languages other than Python and serve to help manage dependencies 

and isolate projects. 

Proteus 7.7 
The Proteus Design Suite is a proprietary software tool suite used 

primarily for electronic design automation.  

Multisim 

NI Multisim is an electronic schematic capture and simulation 

program which is part of a suite of circuit design programs, along with 

NI Ultiboard. 

Arduino IDLE 1.8.10 / 1.8.11.0 

The Arduino Integrated Development Environment is a cross-platform 

application that is written in functions from C and C++. It is used to 

write and upload programs to Arduino compatible boards. 

Fritzing.0.9.3b.64.pc 

Fritzing is an open-source initiative to develop amateur or hobby CAD 

software for the design of electronics hardware, to support designers 

and artists ready to move from experimenting with a prototype. 

Spyder 3.3.6 
Spyder is an open source cross-platform integrated development 

environment for scientific programming in the Python language. 

Shell 

Shell is piloting a new cloud-based, deep learning solution built on 

Microsoft Azure. The solution uses closed-circuit camera footage and 

Internet ... 

Jupyter notebook 

Project Jupyter is a nonprofit organization created to "develop open-

source software, open-standards, and services for interactive 

computing across dozens of programming languages. 

Visual code VS 
Visual Studio Code is a free source-code editor made by Microsoft for 

Windows, Linux and macOS. 

Node-red  
programming tool for wiring together hardware devices, APIs and 

online services in new and interesting ways 

3. Testing phase  

In this phase, we decided to test the microphone (sensibility, reliability, etc.) using Arduino Uno and the 

purpose of using Arduino is to visualize the sound signal. Its facility and the availability of the open source 

help us achieve our goal (visualization of the sound signal). 
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First we passed by simulation phase to test if we have results using proteus.as shown in the Figure (17) the 

output gave very positive feedback to let us forward to the next step.  

 

This next step started by gathering the components for designing ‖sound detector‖, based on previous 

works and based on the electret microphone. After checking it data sheet (page ref data sheet), we used the 

sound sensor available in our laboratory which is microphone electret capacitor standard that have a medium 

sensitivity to detect the sound only from short distance and lot of noise detection, but it have a good 

frequency range in the audible phase that interested us. 

Our realization of the circuit requires: 

 Electret microphone. 

 Polarization stage. 

 Filtering stage. 

 Arduino for the transmission of the 

sound. 

 Screen computer used for visualization. 

 

 

Figure 18: Scheme electric for the circuit 
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Figure 17: microphone-testing circuit, plot of results (yellow=input) (bleu=output) 
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After gathering all the components, we started the realization of the circuit (Figure 19) based on the 

satisfied results of the simulation. 

 

Figure 19: circuit realization with microphone and Arduino 

The Arduino was the source of the voltage, the current for the alimentation of the circuit and for the 

visualization of the output signal via the computer, (the Arduino give us the possibility of working and 

testing the circuit outside the hours of studying and working in the laboratory). 

By using the script below (Figure 20), we visualize the output signal through the computer. In addition, 

here some explications of the script. 

 The setup () function is called when a sketch starts. Use it to initialize variables, pin modes, 

start using libraries, etc…. The setup () function will only run once, after each power up or 

reset of the Arduino board. 

 The loop () function does precisely what its name suggests, and loops consecutively, allowing 

the program to change and respond. Use it to actively control the Arduino board. 

 The delay used is based on the frequency of the signal detected by the microphone (around 

15000 Hz).  

 The last line in the script is for the scale of the graph of the signal detected. 
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Figure 20: Arduino script used 

Note: The Arduino that we used have the characteristics that are not quite compatible with our needs but 

we tried at least to have some results by testing different circuits even the plotting of signal by using 

Arduino. 

3.1. Microphone  

We used the two condenser microphones with two different characteristics and proprieties for sound 

detection. It is first necessary to cover the basic definitions and the types of condenser microphone. 

The most basic definition of a condenser microphone is an active microphone transducer (it requires power 

to function) with a capacitor-based capsule that employs electrostatic principles to convert sound into audio. 

Even though there are countless examples of condenser microphones, they do share one core working 

principle[30]. With this principle come a few key components that condenser microphones share: 

 Parallel-plate capacitor-based capsule 

 A diaphragm (or more) that acts as one plate of the capacitor 

 A back plate (or more) that acts as the other plate of the capacitor 

 An impedance converter 

 Circuitry to allow electrical power to properly charge and/or power the active components. 

Condenser microphones are often chosen for their wide frequency responses; high-sensitivities; accurate 

transient responses; and overall sound quality. Of course, some condensers outperform others and with the 

wide variety of condenser microphones on the market. [30] 

As a major differentiator between condenser microphones is the size of their diaphragms. [30] 

Therefore, we look at the differences between SDCs and LDCs in the following table: 
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Table 7: The differences between SDCs and LDCs microphones 

Type of        

microphone 

Small-Diaphragm Condenser 

Microphones 

Large-Diaphragm Condenser 

Microphones 

Diaphragm Size 
1/2" (12.7 mm) or less 1" (25.4 mm) or more 

Transient Response 
More accurate Less accurate 

Frequency Response 
Flatter and more extended More colored especially in the high-end 

Address Type 
Top or side Typically side 

Polar Patterns 
Very consistent Less consistent 

Sensitivity 
High High 

Self-Noise 
More Less 

Price 
Cheap to very expensive Inexpensive to very expensive 

To know more about microphones types, we cite the following:   

 Miniature-diaphragm condensers 3.1.1.

Miniature-diaphragm condenser is separately from SDCs and LDCs. These microphones are often used in 

conjunction with wireless systems. They connect to wireless transmitters, which are generally used not only 

to send the signal wirelessly but also to provide the JFET impedance converter with proper DC biasing 

voltage in order for the microphone to work. [30] 

 Electret condensers 3.1.2.

Electret condenser microphones have electret material built into their capsules, which maintains a quasi-

permanent electric charge across the plate. These microphones are considered pre-polarized and so not 

require an external power source to provide a polarization voltage for the capsule. [30] 

The electret material is typically Polytetrafluoroethylene (PTFE) plastic in film form or in solute form. [30] 

 Externally-polarized “true” condensers 3.1.3.

Externally polarized condensers, as the name suggests, require an external voltage to properly polarize their 

capsules.  Manufacturers used the term ―true‖ to differentiate their externally polarized condensers from the 

lesser electret condenser microphones. [30] 

 

https://mynewmicrophone.com/what-is-a-condenser-microphone-detailed-answer-examples/#Diaphragm-Size
https://mynewmicrophone.com/what-is-a-condenser-microphone-detailed-answer-examples/#Transient-Response
https://mynewmicrophone.com/what-is-a-condenser-microphone-detailed-answer-examples/#Frequency-Response
https://mynewmicrophone.com/what-is-a-condenser-microphone-detailed-answer-examples/#Address-Type
https://mynewmicrophone.com/what-is-a-condenser-microphone-detailed-answer-examples/#Polar-Patterns
https://mynewmicrophone.com/what-is-a-condenser-microphone-detailed-answer-examples/#Sensitivity
https://mynewmicrophone.com/what-is-a-condenser-microphone-detailed-answer-examples/#Self-Noise
https://mynewmicrophone.com/what-is-a-condenser-microphone-detailed-answer-examples/#Price
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 Tube condensers 3.1.4.

Tube condensers utilize vacuum tube electronics as their impedance converters; they are often preferred for 

their character. Therefore, although tube electronics are not as precise as transistor-based electronics, tube 

microphones are still sought after because they sound magnificent. [30] 

Note: Tube condensers all have externally polarized capsules. 

 FET condensers 3.1.5.

FET condenser microphones (otherwise known as solid-state condensers) have transistor-based impedance 

converters. Because transistor technology is so popular in these microphones, we have a wide range of 

condenser microphones that utilize FET ICs. [30] 

Note: FET condensers can be pre-polarized or externally polarized and can have small or large diaphragms. 

 RF condensers 3.1.6.

Thus far, in the article, we have been discussing AF (audio frequency) condenser microphones. These 

microphones use a high-impedance capacitor-based capsule to store a fixed charge and vary the capacitance 

of the capsule to produce a voltage. These microphones require an impedance converter if the capsule signal 

is to be used at all. [30] 

 However, there is no winning against high humidity with an AF condenser. This causes noisy and reduced 

output. The high biasing voltage also attracts dust particles to the diaphragm, reducing its efficiency and 

linearity. [30] 

There is another type of condenser capsule; they are practically immune to humidity due to the low-

impedance of the circuit (RF condensers).  

This system was developed by Sennheiser for use in their MKH shotgun microphones and is known as the 

RF (radio frequency) condenser microphone. [30] 

RF condensers utilize a low-impedance capsule as a tuning capacitor for an RF oscillator. This oscillator 

employs the capacitor/capsule in a low-impedance circuit where a high-frequency signal is passed through 

the capacitor at all times. [30] 

An RF demodulator (rather than an impedance converter) is then put in-line to restore the output to an 

audio signal. [30] 

3.2. Polarization 

Polarization is the method in which the condenser capsule of the microphone is polarized (charged). The 

polarizing voltage that causes a fixed charge across the plates is generally supplied by external means 

(typically via phantom power or an external power supply with FET and tube condensers, respectively)[30].  
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For the polarization stage, we tested about five different circuits to find the most compatible with our 

application and the one that can gives us the best results for the microphone polarization, we mention them 

by order. 

 First polarization circuit:  

o R= 10 kΩ; C=1 µF 

 

 Second polarization circuit: 

o R= 10 kΩ; C=10 µF 

 

 Third polarization circuit: 

o R= 10 kΩ; C=0.1 µF 

 

 

 Fourth polarization circuit: 

o R= 10 kΩ; C=1 µF 

 

 Fifth polarization circuit: 

o R= 10 kΩ; C=100 nF 

 

 

By the end of this process, we adopted the fifth 

solution because of the optimal wave signal found 

with it (see figure 21). 
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Figure 21:  The testing plot using the mounted circuit 

3.3. Filtration  

Electronic filters are circuits that perform signal processing functions; furthermore, an electronic filter is 

device acting on a circuit to limit unwanted frequency, electronic noise, common mode voltages, peak 

voltage, current magnitude or other undesirable current characteristics. They can be passive or active, analog 

or digital[31]. 

As shown in the (figure17) of the simulation we used two filter ,HPF(high pass filter ) ,LPF (low pass 

filter) , and in another test we used BPF(band pass filter ) all in the passive format the results were negative, 

then we used the active filters using TL081 amplifier and LM741 amplifier searching for the best wave 

sound signal visualization. 

 High Pass Filter 3.3.1.

HPF is a filter, which passes only those signals whose frequencies are higher than cutoff frequencies 

thereby attenuating signals of lower frequencies. The value of cutoff frequency depends on the design of the 

filter. The basic High Pass Filter is built by a series connection of capacitor and resistor. While the input 

signal is applied to the capacitor, the output is drawn across the resistor. 

 ( )  
 

      
 

Equation 1: Transfer function for HPF 

 a. HPF passive 

For all Passive RC High Pass filter as the circuit is built using only passive elements. There is no need of 

applying external power for working of the filter. Here capacitor is the reactive element and output is drawn 

across the resistor. 

https://www.elprocus.com/ceramic-capacitor-working-construction-applications/
https://www.elprocus.com/force-sensing-resistor-technology/
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 The used HPF characteristics : 

The cutoff frequency Fc depends on the values of ―R‖ and ―C‖ in the circuit used, here we have τ=RC, the 

Fc is the proportional invers of the time; Fc=1/RC  

To determine the value capacitors we fixed the resistor value (R=10kΩ) and we know the frequency cutoff 

(Fc=30 Hz): 

Fc=1 / 2π*R*C   C=1 / 2π*R*Fc 

C=1uF 

So the HPF cutoff the frequencies below then 30 Hz using R=10kΩ and C=1uF. 

 

 High pass filter Bod plot   

In high pass filter, all frequencies lying below the cutoff frequency ‗fc‘ are attenuated. At this cut off 

frequency point we get -3dB gain and at this point reactance of the capacitor and resistor values will be  

same .i.e. R = Xc. Gain is calculated as 

Gain (dB) = 20 log (Vout/Vin) 

 

Figure 22: 1st order high pass filter Bode plot 

 b. HPF active 

In this high pass filter along with passive filter elements, we add Op-amp to the circuit. Instead of getting 

an infinite output response, here the output response is limited by open loop characteristics of the Op-amp. 

  Using this active element, we can control the cutoff frequency and output response range of the filter. 

Hence, this filter acts as a band-pass filter with a cut off frequency, which is defined by the bandwidth and 

gain characteristics of Op-amp. 

The gain of the filter using non-inverting Op-amp is given by: 

https://www.elprocus.com/what-is-an-operational-amplifier-op-amp-integrator-and-op-amp-differentiator/
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AV = Vout/Vin = (Af (f/Fc)) / √(1+ (f/Fc)^2 ) 

Where Af is the gain of the filter = 1+ (R2/R1) 

 Low Pass Filter:  3.3.2.

A Low Pass Filter is a circuit that can be designed to modify, reshape or reject all unwanted high 

frequencies of an electrical signal and accept or pass only those signals wanted by the circuit designer[32]. 

 ( )  
   

     
 

Equation 2: Transfer function for LPF 

 a. Passive LPF 

Passive filters are generally constructed using simple RC (Resistor-Capacitor) networks, while higher 

frequency filters (above 100 kHz) are usually made from RLC (Resistor-Inductor-Capacitor) components. 

The low pass filter only allows low frequency signals from 0Hz to its cut-off frequency, ƒc point to pass 

while blocking those any higher. 

o The used LPF characteristics  

To determine the value capacitors we fixed the resistor value (R=10kΩ) and we know the frequency cutoff 

(Fc=15 kHz): 

Fc=1/2πRC   C=1/2πRFc 

C=1nF 

So the LPF cutoff the frequencies below then 15 kHz using R=10kΩ and C=1nF. 

o Low pass filter Bod plot   

 

Figure 23: 1st order low pass filter 
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 b. Active LP 

By combining a basic RC Low Pass Filter circuit with an operational amplifier, we can create an Active 

Low Pass Filter circuit complete with amplification. 

 Contain active components such as operational amplifiers, transistors or FET‘s within their circuit design. 

They draw their power from an external power source and use it to boost or amplify the output signal. 

3.4. Circuit realization using the module KY-083: 

The circuit realization in this part using sound sensor module KY-083 (See figure 24); we had more 

optimal results for the signal wave (figure 25). 

 

Figure 24: Wiring for KY-083 module with Arduino 

Note: the Arduino and computer are the equipment used for the signal visualization. And we use the same 

script code used before. 

 

Figure 25: Finale plot results using microphone module KY-083 
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 In conclusion, we found that the Arduino Uno is not going to be good for our application so we upgraded 

to the Raspberry Pi especially for the sampling frequency, bits number and for the speed of the calculation.  

4. The ICSD data used  

4.1. Data collection 

The data was collected from Pranaam hospital, Madinaguda, Hyderabad, under the supervision of Dr. 

Manish Gour (MBBS, DCH) and Dr Nizam (MBBS). The age group of infants was restricted between 3 

months and 2 years. [2] 

The cry signals of infants we recollected during their gular checkup visits, the vaccination trips or any 

emotional need of attention. People present in the room were requested to maintain silence, to record the cry 

sample. [2] 

In addition, the parents advised not to comfort the baby for brief duration, to ensure the uninterrupted data 

collection. Along with data, the personal details noted include infant name, parent name, parent profession, 

sex and age of the infant and predictive causes of the cry. For the recording purpose, they used Roland R-09 

Wave/MP3 recorder and it placed at 10-20 cm from the infant's mouth. [2]  

To avoid unwanted noise or interference (Crosstalk), they take some precautions. Sampling rate of 48 KHz, 

with 24 bit coding rate, was used for recording in stereo mode. There were no interruptions from the social 

environment during the data recording. The only unwanted noise that could overlap the cry sound maybe 

from fan and air-conditioner. The ambient temperature during the recordings was 38◦C, which was regulated 

by the air conditioner at 25◦C. [2] 

4.2. Organization of the IIIT-SICSD  

The terminologies used in naming of the database files, given in Table 8, are described below 

Table 8: Template for naming files in IIIT-S ICSD 

 Session: The acoustic signal, right from the time an infant starts crying (including all inhalations and 

exhalations), until the infant becomes quiet, is a session. [2]  

 Session subpart: Each session consists of subparts, characterized by the contiguous set of signals, 

separated by some noise. [2] 

 Cry: Each session subpart comprises of a number of cries, separated by some noise. [2] 

SPKR01 M S1a CRY07 

(a) Symbols (b) Interpretation 

SPKR# The infant number (Ex: 01) 

M/F Sex of the infant (Ex: Male) 

S#a Session number and session subpart (Ex: 1a) 

CRY# Number of cries in the session being considered (Ex: 07) 
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A two-stage process was followed for data collection in the study. The first stage involved raw data 

collection at the hospital, and the second stage included pre-processing. The unwanted noise, in the raw data 

was removed using ‗WaveSurfer‘ tool, to render it cross-talk free. The cries we categorized as per the ground 

reality, i.e., the actual cause as per the doctor or parent. The main causes of cry that we came across are 

described in Table 9, in columns (a) and (b).[2] 

Table 9: Causes of Infant cry in IIIT-S ICSD 

(a) Cry Causes (b) Description 

1. Pain 
Cry due to pain (caused by vaccination, physical hurt or internal 

pain) 

2.discomfort 
Cry due to irritation caused by the external environment(e.g., the 

doctor opening baby's mouth to pour-in drops, or the vaccination) 

3.emotional need Cry when the baby wants to go back to parents arms 

4.aliment Cries due to any ailments like cold, cough, fever 

5.enviromental factors 
Cry due to fear of the surroundings or change in environmental 

conditions 

6.hunger/thirst Cry when the baby is hungry or thirsty 

The cry as combination of two or more causes is retained in a separate category. There was also a special 

case, when an infant cried by listening to another infant cry.  

Not many samples could be obtained for this cry due to Domino effect, but this is retained as another 

special category, for future study. The database consists of total 76 cry sound files, which can be categorized 

in six classes. The database summary is given in Table 10. 

Table 10: Summary of contents in IIIT-S ICSD 

 

 

 

Attributes Values 

Total number of files 76 

Total number of speakers 33 

Total number of session 76 

Total number of cries in one sessions 693 

Average  number  of sessions per speaker 2.3 

Average  number  of cries per speaker 9.1 

Total duration of all sessions 670.1 s 

Average duration of each session 8.817 s 
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4.3. Reorganization of the data base 

For the purpose of using this data with deep learning we had to reorder it according to our need, by splitting 

it into 8 sub files with categories as shown in the figure 26. 

 

Figure 26: Data reorganization  

5. Signal processing phase  

Signal processing is a technic that manipulate the signals from real-world events, in our case sound 

converted into digital data and analyzed using algorithms, to decorticate the data for better 

understanding.[33] 

5.1. Signal processing Libraries in python 

During the whole process using python, the Libraries used in this first part: 

 Numpy: 5.1.1.

NumPy is the fundamental package for scientific computing with Python[33]. It contains among other 

things: 

 a. A powerful N-dimensional array object 

 b. Sophisticated (broadcasting) functions 

 c. Tools for integrating C/C++ and Fortran code 

 d. Useful linear algebra, Fourier transform, and random number capabilities 

 Matplotlib: 5.1.2.

Matplotlib is a Python 2D plotting library as well as rudimentary 3-D plotting. Which produces publication 

quality figures in a variety of hardcopy formats and interactive environments across platforms[33]. 
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 Spicy 5.1.3.

Collection of numerical algorithms and domain-specific toolboxes including signal processing, 

optimization, statistics, and much more. Tools for data management and computation[33]. 

 Pwt 5.1.4.

Wavelet transforms software for Python. It combines a simple high level interface with low level C and 

Python performance. To analysis de-noising and compression of signals and images. This section describes 

functions used to perform single- and multilevel Discrete Wavelet Transforms. 

 Librosa 5.1.5.

LIBROSA is a python package for music and audio analysis. It provides the building blocks necessary to 

create music information retrieval systems[34]. It‘s the most important tool used for the whole work, All 

required libraries must be installed and updated to insure proper results. 

5.2. Initial steps for SP: 

The process of signal processing is resumed in the following diagram (figure 27) followed with further 

explications:        

 

Figure 27: Signal-processing diagrams 

The Detaille of the processing using one sample of the data (spkr15_F_S1a_cry06.wav): 

Obtaining the plot of the waveform sound for the cry in the following figure (figure 28): 
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 Applying the fast Fourier transform: 5.2.1.

The Fourier Transform (Equation 3) decomposes a function of time (signal) into constituent frequencies. In 

the same way a musical chord can be expressed by the volumes and frequencies of its constituent notes, a 

Fourier Transform of a function displays the amplitude (amount) of each frequency present in the underlying 

function (signal). 

   ∑    
 
   
 

    

   

   

                                                 

Equation 3: The Fourier Transform  

The fft results showed in the (Figure 29). 

 

Figure 29: fast Fourier transform for spkr15_F_S1a_cry06 

Figure 28 Sound Cry waveform of spkr15_F_S1a_cry06 
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 Power spectrum  5.2.2.

Calculate the abs values on complex numbers to get magnitude using the next function, the power 

spectrum of a time series is a way to describe the distribution of power into discrete frequency components 

composing that signal. The statistical average of a signal measured by its frequency content. 

The Figure 30 shows the plot of the sample: 

 

Figure 30:  power spectrum of spkr15_F_S1a_cry06 

 Short-time Fourier transform 5.2.3.

The Short-time Fourier transforms (Equation 4), which is implemented in the Librosa library and involves 

splitting an audio signal into frames and then taking the Fourier Transform of each frame. In audio 

processing generally, the Fourier is an elegant and useful way to decompose an audio signal into its 

constituent frequencies.(figure 31) 

 (   )  ∑  [ ] [   ]     

   

    

                         

Equation 4: Short-time Fourier transforms 

https://en.wikipedia.org/wiki/Short-time_Fourier_transform
https://en.wikipedia.org/wiki/Short-time_Fourier_transform
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Figure 31:  STFT for spkr15_F_S1a_cry06 

 Spectrogram  5.2.4.

A spectrogram is a visual representation of the spectrum of frequencies of a signal as it varies with time. A 

nice way to think about spectrograms is as a stacked view of periodograms across some time-interval digital 

signal. Apply logarithm to cast amplitude to Decibels to visualize the information more clearly.  

 

Figure 32: spectrogram for spkr15_F_S1a_cry06 
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Having the spectrograms (figure 32) means we finished the first part of signal processing that are explored 

in the next steps for features extractions used with the deep learning.  

 Feature Extraction Methods 5.2.5.

Audio‘s features are extracted by dividing input signal from the frame with a length of hop_ length then 

each feature value is calculated; in this part, we give comparison using four method for feature extraction 

discrete wavelet transform (DWT) and continuous wavelet transform (CWT) and Mel Frequency Cepstral 

Coefficient (MFCC) and Linear Predictive (LP) to decide the taken methods. 

 a. Linear prediction (LP) 

Linear Predictive Coding (LPC) of speech began. The linear-prediction voice model (figure 33) is 

classified as a parametric, spectral, source-filter model, in which the short-time spectrum is decomposed into 

a flat excitation spectrum multiplied by a smooth spectral envelope capturing primarily vocal formants 

(resonances). 

 

Figure 33: Block diagram of LPC processor. 

Linear prediction method is applied to obtain the filter coefficients equivalent to the vocal tract by reducing 

the mean square error in between the input speech and estimated speech. Linear prediction analysis of speech 

signal forecasts any given speech sample at a specific period as a linear weighted aggregation of preceding 

samples. The linear predictive model of speech creation is given as[35]:  

 ̂( )  ∑    (   )
 

   
 

Equation 5: Linear predictive model 

Where   ̂ is the predicted sample,   is the speech sample, p is the predictor coefficients. The prediction 

error is given as: 

 ( )   ( )   ̂( ) 

Equation 6: Prediction error 
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Subsequently, each frame of the windowed signal is auto correlated, while the highest autocorrelation value 

is the order of the linear prediction analysis. This is followed by the LPC analysis, where each frame of the 

autocorrelations is converted into LPC parameters set which consists of the LPC coefficients[35]. A 

summary of the procedure for obtaining the LPC is seen in (Figure 33). LPC can be derived by: 

      [
    

    
] 

Equation 7: LPC coefficients 

Where    is the linear prediction coefficient,    is the reflection coefficient. 

(The figure 34) shows the results and we can notice that we cannot extract lot of the information‘s we need. 

 

Figure 34: LP model forward prediction for” spkr15_F_S1a_cry06.wav” 

 b. Continuous Wavelet Transform (CWT)  

In mathematics, the continuous wavelet transform (CWT) is a formal tool that provides an over complete 

representation of a signal by letting the translation and scale parameter of the wavelets vary continuously. 

The continuous wavelet transform of a function  ( ) at a scale (a>0)         [36] ;and translational 

value      is expressed by the following integral: 

  (   ) 
 

| |
 

 ⁄
∫  ( ) ̅

 

  

(
   

 
)    

Equation 8: The continuous wavelets transform (CWT) 

The choice of the scale is based on previous work made[36]  and the proper choice of scales depends on the 

chosen wavelet. 

Small scale a ⇒ Compressed wavelet ⇒ rapidly changing details ⇒ High frequency  . 

https://en.wikipedia.org/wiki/Mathematics
https://en.wikipedia.org/wiki/Wavelet
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Long scale a ⇒ Stretched wavelet ⇒ slowly changing, coarse features ⇒ Low frequency  . 

And the rest of parameter is in default mode ―false‖ mean are not activated and not used in the python 

function yelled. 

 Output [ ]: 

Table 11: CWT parameters 

Continuous 

Wavelet 

mexh 

Family 

name 
Short 

name 
Symmetry DWT CWT 

Complex 

CWT 

Mexican 

hat wavelet 
Mexh Symmetric False True False 

Continuous 

Wavelet 

morl 

Morlet 

wavelet 
morl symmetric False True False 

 

Figure 35: Mexican hat wavelet representation

 

Figure 36: Continuous wavelet transforms spkr15_F_S1a_cry06 with mexh

 

Figure 37:  Continuous wavelet transform for "spkr09_M_S1a_cry14.wav" 

Mexh 
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We repeat same method using « morlet » wavelet to see the difference between it and the Mexican hat 

wavelet: 

 

Figure 38:  morl wavelet representation 

 

Figure 39: Continuous wavelets transform for" spkr15_F_S1a_cry06 " with morl 

As the figures (35,36,37) above show, we are not having much information‘s to extract the parameters, 

which eliminate this method from the list even though we used the Mexican hat wavelet that gives the best 

results then the Morlet one (figure 38, 39). 

 c. Discrete Wavelet Transform (DWT)  

 To analysis, de-noising and compression of signals and images we are using Daubechies wavelet 

considered as the most compatible families with sound signals.  

Daubechies wavelets are localized in the temporal domain, and approximately localized in the frequency 

domain [29].  

 [ ]  (   )[ ]  ∑  [ ] [   ]

 

    

 

Equation 9: Discrete Wavelet Transform (DWT) 

 

 

 

morl 
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Table 12: DWT parameters 

Wavelet 

db2 

Family 

name 

Short 

name 

Filters 

length 
Orthogonal Biorthogonal Symmetry DWT CWT 

Maximum 
decompose 

level 

Daubechies dB 4 True True asymmetric True False 17 

 

Figure 40: Discontinued wavelet transform for spkr15_F_S1a_cry06 

Same results shown in (figure 40), we cannot extract much information using the DWT, even though we can 

notice differential between levels ,which means this method is not suitable for our application. 

 d. Mel Frequency Cepstral Coefficient (MFCC):  

It a popular method used for feature extraction in audio it convert the sound into signal vector, because it is 

considered similar to the concept of human hearing. This method provides a representation of the short-term 

power spectrum of the signal. [37] 
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Figure 41: Block diagram of MFCC processor. 

MFCC concept (figure 41) was similar to human hearing which has a critical bandwidth of the human ear 

at the frequency below 1000Hz. MFCC process start from dividing the sound signal into the form of a frame 

with a duration of 10-40 milliseconds time frame, this is the frame blocking. [37] 

Then frame blocking is windowed by hamming to eliminate aliasing effects that occur due to the framing. 

The windowing process where w is a windowing function and N is a number of samples in one frame, the 

Equation is the formula for the windowing process:  

               
   

    
           

Equation 10: Hamming window  

The results of this windowing process then followed by the calculation of the Fast Fourier Transformation 

(FFT), which converts the signal from the time domain into the frequency domain. Filter-bank applied to the 

signal with the frequency domain so that signal it turns into Mel frequency by the equation[37]:  

   ( )            (  
 

   
)      

Equation 11: MFCC 

MFCC using bank filter Mel-scale, which is a band-pass filter triangle logarithmic. It makes a higher 

frequency filter results the greater bandwidth. [37] 

The final stage in the MFCC process is Discrete Cosine Transformation (DCT) after the results of the 

previous process is converted back into the time domain, so that the signal can be presented well. These 

results form a row of an acoustic vector, which named Mel Frequency Cepstral Coefficient.[37]  

 Based on previous literature, the human ear has non-linear characteristics in tone perception. The 

relationship between Frequency and Mel-scale described for a case about frequency above 500Hz where the 

increasing value of the interval is proportional to the increasing in the same pitch, for example, four octaves 

on a scale Hz over two octaves on the Mel scale value[38].  

The relationship between the use of Mel scale and scale Hz in a nonlinear mapping function is useful for 

analyzing seismic signals where there are few differences between the speech signal and seismic signal. The 
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filter is used for the frequency range 0-22050 Hz in speech recognition but in the case study took samples on 

the band seismic signal is below 500Hz. Mapping function which gets under 1000Hz relatively linear so that 

the use of MFCC work is not good enough at frequencies below 1000 Hz[39]. 

We present a samples from two different cries to see how different is for every cry the plot in figures 

(42,43) 

 

Figure 42: MFCC for spkr15_F_S1a_cry06 

 

Figure 43: MFCC for spkr09_M_S1a_cry14 

MFCC has some advantages in extracting feature that used for analysis of baby crying classification[40], 

such as: 

o It can identify the character of the sound so that it can determine the pattern of sound. 

o The output vector has a small data size but does not remove the noise characteristics in the 

extraction. 

o MFCC works similar to the way of a human listener works in giving their perceptions.  

6. Classification phase 

As we assume that every baby cry has a specific reasons and different pattern features after tacking the 

method of MFCC to extract the feature in comparison with the spectrograms we classify using Neural 

Networks (NN), Convolutional Neural Networks (CNN) and Support Vector Machine (SVM). 

6.1. Deep learning with artificial neural network “ANN” 

Artificial neural networks (ANNs) are non-algorithmic, non-numeric and parallel information processing 

systems. ANNs are similar to a biological nervous system and consist of layers of parallel units called 

neurons[41].  

A large number of weighted links through which signals links these neurons together or information can 

pass. A neuron receives input through its afferent connections, combines inputs, generally performs 

nonlinear operations, and outputs results[41].  
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 a. Input or Visible Layers 

The bottom layer that takes input from your dataset is called the visible layer, because it is the exposed part 

of the network. Often a neural network is drawn with a visible layer with one neuron per input value or 

column in your dataset. These are not neurons as described above, but simply pass the input value through to 

the next layer[42]. 

 b. Hidden Layers 

Layers after the input layer are called hidden layers because those are not directly exposed to the input. The 

simplest network structure is to have a single neuron in the hidden layer that directly outputs the value. 

 c. Output Layer 

The final hidden layer is called the output layer and it is responsible for outputting a value or vector of 

values that correspond to the format required for the problem. The choice of activation function in the output 

layer is strongly constrained by the type of problem that we are modeling[42]. 

 Multi-Layer Perceptron 6.1.1.

This is an area of research on how to use simple models of the biological brain to solve difficult 

computational tasks, such as the predictive modeling tasks we see in machine learning. The goal is not to 

build realistic models of the brain, but to develop robust algorithms and data structures that we can use to 

model difficult problems[42]. 

The power of neural networks comes from their ability to learn the representation in your training data and 

how best to relate to it output variables, you want to predict. In this sense, neural network learning is a 

mapping. Mathematically, they can learn any mapping function and have been shown to be a general 

approximation algorithm[42]. 

Figure 44: Representation of the layers of NN 
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The predictive capability of neural networks comes from the hierarchical or multi-layered structure of the 

networks. The data structure can pick out (learn to represent) features at different scales or resolutions and 

combine them into higher-order features. For example from lines, to collections of lines, to collections of 

shapes[42]. 

 a.  Neurons 

The building blocks of a neural network are artificial neurons. These simple computing units have weighted 

input signals and use activation functions to generate output signals[43].  

 b. Neuron Weights 

Each neuron has a bias, which can be thought of as an input that always has 1.00, which must also be 

weighted. One for each input and bias[44]. 

Weights are often initialized to small random values, such as values from 0 to 0.3, and while more complex 

initialization schemes can be used, larger weights represent increased complexity and fragility. It is best to 

keep the weights in the network small and regularization techniques can be used. The weighted input is 

summed and passed through an activation function, sometimes called a transfer function[42].  

Note: A neuron may have two inputs in which case it requires three weights. 

 c. Activation 

The activation function is the simple mapping of the weighted inputs to the neuron's output when the 

weighted inputs are summed[42].  

Historically, simple step activation functions have been used, where if the sum of the inputs is above a 

threshold value, say 0.5, then the neuron outputs a value of 1.0, otherwise it outputs 0.0[42]. 

     Traditionally, non-linear activation functions are used. This allows networks to combine inputs in more 

complex ways, and in turn provides a richer capability in the functions they can model[42].  

Nonlinear functions, such as logarithmic functions, also known as Sigmundian functions, have an S-shaped 

distribution of values between output 0 and 1, and hyperbolic tangent functions, also known as ―tanh‖, have 

the same distribution of output in the range -1 to +1. 

      Recently, rectifier activation functions have been shown to provide better results. 

 Note: It is called the activation function because it determines the threshold at which neurons are activated 

and the strength of the output signal. 

 Multiclass classification with MFCC features extraction: 6.1.2.

In this phase, we have study for classification using MFCC features extraction multiclass method. We will 

start with the dataset preprocessing (libraries used…etc.) 
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 a. Libraries used 

 Import JSON: This library is for saving the extracted data from the wav files into parameters of 

MFCC.  

 Import Os: This one is used for finding the path and directory.  

 Import math: To use mathematical equations for calculating vectors equations.  

 Import Librosa: To load ―wav‖ files and calculate features.  

 Import Os.path: To read all the files in the path.  

Using MFCC method for extracting parameters into JSON format file. Data preparation for classification 

using developed functions with specific arguments, we use the number of segments to shop of the data tracks 

into a specific number so we can increase our data set to the model. 

 b. Input 

 

 c. Extract parameters in same path 

 Input []: 
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 output []: 

After loading the extracted data and having then in sub file as the following picture: 

 

Figure 45: JSON DATA FILE 

We can say we have our data preprocessed and ready for trying save on the dictionary at the JSON file. 

 MFCC steps with Multiclass classification  6.1.3.

We start by defining our data from the JSON file and we direct our working flow to its path using python 

modules mentioned previously. 

 Then we have to converts the obtained list into Numpy array for both targets and inputs, we reach the part 

for splitting into 30% for testing and 70% for training.  

Next step is building the network architecture using tensorflow frame with keras, using a simple multilayer 

perception including an input layer and three hidden layers with output layer fully connected and dense. 

 For the input layer will be using flatten layer it takes dimensional array of the MFCC and flatten it into 

vectors for the hidden layer will be using dense with 512 neurons and activation function of RELU 
1
because 

it gives us a faster convergence and reduce the vanishing gradient of multiplication from the output toward 

the input.  

 For the second layer 256 neurons and for the third layer is 64 neurons, the output layer we are using dense 

layer with 8 neurons according to the classes number we have and activation function this time is softmax 

that normalize the output into one neurons with the highest prediction . 

                                                      

1
 RELU: Rectified linear units find applications in computer vision and speech recognition using deep neural nets. 
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Figure 46: Plot of train and test accuracy, train and test loss 

For the network compiling, we are using ADAM optimizer
2
 and cross entropy

3
 for calculating the errors. 

The network training with epochs=100 and batch_size=32, this choice is not very memory intensive 

consuming because it a mini-batch
4
. 

In the (figure 46), we see that results are presenting an over fitting and we notice a very big difference 

between the training that reaches 100% and the test accuracy is very low 42% at the accuracy_eval print and 

similar case for the loss_eval print. 

To solve the over fitting issue by applying two dropout methods and regularization from tensorflow: 

Dropout
5
 method is one of the effective methods to solve over fitting without changing data or the model, 

and it work by dropping neurons. While training means it use only a part of the network stochastically, it can 

be done by any hidden layer (second or third) at once. This is how we increase the network robustness, using 

a hyper parameter named by ―The dropout probability‖ in the universal rule it between 0.1-0.5 in our dropout 

we are relying on 0.3 it gives us the best results as shown in the (figure 47). 

                                                      

2
 Adam optimizer: is an optimization algorithm that can be used to update network weights iterative based in training data. 

3
 Cross entropy: Cross-entropy loss, or log loss, measures the performance of a classification model whose output is a probability 

value between zero and one. 

4
 The typically mini-batch sizes are 64, 128, 256 or 512. In the end, make sure the mini-batch fits in the CPU/GPU. 

5 Dropout: is a technique where randomly selected neurons are ignored during training. They are “dropped-out” 

randomly. A Simple Way to Prevent Neural Networks from Over-fitting,   
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Figure 47: Plot without over fitting train and test accuracy, train and test loss 

Stimulatingly we are solving the problem also by regularization technic and it very effective by adding a 

penalty to error function, that only punish the higher weights. 

In regularization
6
, we have two types L1 and L2 mostly used in deep learning, L2 commonly used to 

minimalize the squared value of the weights and less robust to out layers. 

 In opposite it can learn a quite complex patent. The choice it depends on the application need, in our case 

we are using:  

 (   )  
 

 
(   )   ∑  

  

          ; 

 λ: hyper parameter optimizer ; 

 (   )        

Equation 12: Regularization equation 

 

 

 

                                                      

6 Regularization: is a technique, which makes slight modifications to the learning algorithm such that the model 

generalizes better. This in turn improves the model's performance on the unseen data as well.  
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 a. Model summary () 

 

Figure 48: MLP Model summary 

 b. Results: 

 

 c. Model plot and definitions: 

Defining the model:  

 keras.Sequential model (Flatten, Dense,Dropout) :  

o Input numpy vectors shape for different MFCCs  

o Add input_faltten layer with 247 shape output till next dense reached all neurons layers. 

o Involve second layer of Dense having 512 neurons with activation function "relu" for faster 

convergence operations, until dense layer not reached.   

o Adding Keras regularize type "L2" with 0,001 learning rate, with drop rate of 0.3 to avoid 

overfitting   

o Add fully connected layer with Dense classes Perform Relu activation through 256 neurons 

with same dropout and regularize. 

o Adding same characteristics for third Dense layer with 64 neurons. 

o Final Dens layer reaching all neurons of 8 classes with "softmax" activation.  

 

 Define the accuracy metric and compile the model with ADAM optimizer.  

Test accuracy: 0.28947368 

 

Target: 1, Predicted label: [1] 
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 Viewing model_configuration :  

o SequentialModel(get_config, 

get_weights)  

o View generated model configuration.  

o View model input and output shape.  

o Assign the weights to individual layers.  

o Model is ready to train once weights are 

updated.  

 

 Training : 

o Perform model fitting using "32"batch 

size and epochs "100".  

o Validation of data also tested till training 

completed. 

 

 Visualizing losses and accuracy  

o Visualize model loss and validation loss 

with obtained accuracy until epochs 

reaches 100.    

 

 

 

 

 

 

6.2. Deep learning with Convolutional Neural Networks 

The Convolutional Neural Networks (CNN) taking as entry a spectrogram and the parameters of the MFCC 

considered as an image on which are different types of structure. 

The audio clips have a sample rate of 48000 Hz and duration of about ~3 secs to 15 secs. This means there 

are about 48000*DURATION numbers per second representing the audio data.  

We take a fast Fourier transform (FFT) of a 2048 sample window, slide it by 512 samples and repeat the 

process of the DURATION (sec) clip. The resulting representation can be shown as a 2D image and is called 

a Short-Time Fourier Transform (STFT). 

Figure 49: ANN model 
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 Since humans perceive sound on a logarithmic scale, we will convert the STFT to the Mel-scale MFCC 

and to spectrogram. The Librosa library lets us load an audio file and convert it to a Mel spectrogram and 

spectrograms[45]. 

We precede these steps on the following diagram: 

 

Figure 50: Block diagram of classification phase using CNN model. 

 Data pre-processing 6.2.1.

 a. Description 

Data preprocessing is an important step in the data mining process. The phrase "garbage in, garbage out" is 

particularly applicable to data mining and machine learning projects. Data-gathering methods are often 

loosely controlled, resulting in out-of-range values, impossible data combinations, missing values. 

 b. Split to train_test files  

We start by loading the data file that contain 8 classes sub files(Figure 52) using the ―librosa.load‖ 

―plt.specgram‖ to perform the previous step to save the spectrograms(Figure 52) files and splitting it into sub 

files (80% for train,20% for test) (Figure 53) using ―split_folders.ratio‖ with the same path preserved. 

https://en.wikipedia.org/wiki/Mel_scale
https://librosa.github.io/librosa/
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Figure 53:  Sub files of the train and test of the dataset contain spectrogram 

 c. Generating new data  

The step for generate new data for purpose augmentation to use it in the learning and testing using the 

“ImageDataGenerator “: Generate batches of tensor image data with real-time data augmentation. The data 

will be looped over (in batches).  

Appling the next parameters such as:  

Rescale all pixel values from 0-255, so after this step all our pixel values are in range (0, 1) to apply some 

random transformations, and apply a zoom. After ―train/test_datagen.flow_from_directory()‖ used with 

parameters : 

 target_size: resizing images to the new size; 

 batch_size: number of the image yield per batch; 

 class_mode='categorical‘ ;because we have several classes(more than two) ; 

 shuffle = False; we don‘t want to reorder the data. 

 

The following (figure 54) shows how the generating of the data work: 

Figure 52: sub files of the eight classes in 
both train and test contain spectrogram 

 

Figure 52: Spectrogram samples taken from sub file “train” class 
discomfort a 
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Figure 54: Generated images for one spectrogram  

After having the generated data augmentation heading to constructing the conventional neural network 

using three layers as the optimal based on previous work ―lavner2016ML‖. 

 d. Building the conventional neural network “CNN” model 

Convolutional neural networks (CNN) have wide applications in the fields of computer vision, natural 

language processing and many others, especially where huge amounts of data have to be processed and 

classified. 

 Like ordinary neural networks, they consist of several layers connected by neurons that have learnable 

weights. Each CNN layer is composed of several filters, applied to outputs provided by the previous layer 

using the convolution operation.[15] 

CNNs learn the filters during the training process, which can be thought of a way to generate important 

features out of the data. Thus, in contrast to traditional classification algorithms, the lack of dependence on 

prior knowledge is a major advantage of CNNs. [15] 

Therefore, we used the following model for our CNN: 

We visualize the model architecture using the ‗model.summary()‘ function in Keras using tensorflow 

background. This is an important step before we get to the model building part. We need to make sure the 

input and output shapes match our problem statement, hence we visualize the model summary (Figure 55). 
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Figure 55: Model summary for CNN 

Example for Accessing Individual Layers [‗ conv2d_21‘] to expose the parameters for relation layers : 

 Output [ ]: 
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Visualizing building blocks for CNN (Figure56): 

 Defining the model:  

o SequentialModel (Convolution2D, Pooling, Dense, Activation)  

 Input image shape for different convolutions  

 Add 2D convolutions with 32 filters 

and size 3*3 until filter reaches 64  

 Perform sigmoid and relu activations 

till dense reached 64 layers.   

 Involve mask of size 2*2 through max 

pooling operations until dense layer 

not reached     

 Hyper-tune model with drop rate of 0.5 

to avoid overfitting   

 Add fully connected layer with Dense 

classes   

 Perform Softmax activation through 

SGD optimizer to avoid model decay  

 Define the accuracy metric and 

compile the model  

 Viewing model_configuration : 

o SequentialModel (get_config, get_weights)  

 View generated model configuration.  

 View model input and output shape.  

 Assign the weights to individual layers.  

 Model is ready to train once weights 

get updated.  

 

 Training  

o Perform model fitting using batch size and 

epochs.  

o Validation of data also tested till training 

completed. 

 

 Visualizing losses and accuracy  

o Visualize model loss and validation loss 

with obtained accuracy until epochs 

reaches 100.     

 

 We have 64 training examples, and our batch size is 32, 

then it will take two iterations to complete one epoch. 

 

Figure 56: CNN architecture 
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 e. Stochastic gradient descent data optimization  

Stochastic gradient descent is an iterative method for optimizing an objective function with 

suitable smoothness properties (e.g. differentiable or sub differentiable). It can be regarded as a stochastic 

approximation of gradient descent optimization, since it replaces the actual gradient (calculated from the 

entire data set) by an estimate thereof (calculated from a randomly selected subset of the data) [46]. 

Especially in big data applications this reduces the computational burden, achieving faster iterations in 

trade for a slightly lower convergence rate.
 

 Input [ ]:  

 

After the phase of learning we fit the model with 100 epochs ,we can say that the model is trained and first 

it will predict the outputs using training inputs then have the evaluation processes that give us the result 

shown in (figure 57): 

 

Figure 57: Results of accuracy and loss 

https://en.wikipedia.org/wiki/Iterative_method
https://en.wikipedia.org/wiki/Mathematical_optimization
https://en.wikipedia.org/wiki/Objective_function
https://en.wikipedia.org/wiki/Smoothness
https://en.wikipedia.org/wiki/Differentiable_function
https://en.wikipedia.org/wiki/Subgradient_method
https://en.wikipedia.org/wiki/Stochastic_approximation
https://en.wikipedia.org/wiki/Stochastic_approximation
https://en.wikipedia.org/wiki/Gradient_descent
https://en.wikipedia.org/wiki/Data_set
https://en.wikipedia.org/wiki/Big_data
https://en.wikipedia.org/wiki/Computational_complexity
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We call the predict_generator to make some prediction on the data set, we save the results of prediction 

on file.csv as shown in (figure 58). 

 

Figure 58: prediction results 

Now we have the model we go to the next step of implementing our model in the raspberry so we can 

detect the cry and predict then send the notification to the parents. And continue with the last classification 

method. 

6.3. Support vector machine with CWT on IBM Watson 

SVM or Support vectors machines is supervised machine learning algorithm requires the labeling of data 

input for the wavelets sub files, and using the CWT(continues wavelets transform) coefficients  to train our 

machine ,and we did not use the overall data just two files for test (discomfort and pain)[47]. 

 SVM technique Principle  6.3.1.

This technique is a two-class classification method that attempts to separate the positive examples of the 

negative examples in the set of examples. The method then looks for the hyper plane that separates the 

positive from the negative examples, by ensuring that the margin between the closest positive and negative is 

maximum. 

This ensures that the principle is generalized, as new examples may not be too similar to those used to find 

the hyper plane but to be located on one side or the other one from the border. The interest of this method is 

the selection of support vectors, which represent the discriminant vectors by which the hyper plane is 

determined. The examples used when searching for the hyper plane are no longer useful and only these 

examples can be used. Support vectors are used to classify a new case, which may be considered as an 

advantage for this method.  

The advantages of support vector machines are[48]: 

 Effective in high dimensional spaces. 

 Still effective in cases where number of dimensions is greater than the number of samples. 

 Uses a subset of training points in the decision function (called support vectors), so it is also 

memory efficient. 

 Versatile: different Kernel functions can be specified for the decision function. Common kernels 

are provided, but it is also possible to specify custom kernels. 

The disadvantages of support vector machines include[48]: 
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 If the number of features is much greater than the number of samples, avoid over-fitting in 

choosing Kernel functions and regularization term is crucial. 

SVMs do not directly provide probability estimates, these are calculated using an expensive five-fold cross-

validation .  

This process is done via IBM WATSON STUDIO environment using virtual machine [PYTHON XS 3.6, 2 

vCPU 8G RAM][49]. 

The privilege of this system is the set on the IBM  cloud so we can generate as much data as we want (more 

than 5GB of  free space to use), and it allows you to add the file data to the project and creating a notebook 

to have easy visualizing of the work step by step each time. You are free to add assets to work with, which 

make the pastime very fast[49]. 

 Required packages and libraries  6.3.2.

We start by setting up the environment, using forge Conda to install required packages and libraries to use 

for the process and using scikit-learn for classification. 

 a. Soundfile 

SoundFile is an audio library based on libsndfile, CFFI, and NumPy. To install this package with conda run 

the following instruction: conda install soundfile. 

 b. Sys 

This module provides access to some variables used or maintained by the interpreter and to functions that 

interact strongly with the interpreter. It is always available. 

 c. Os 

The OS module is to interact with your operating system. The primary use I find for it is to create folders, 

remove folders, move folders, and sometimes change the working directory. You can also access the names 

of files within a file path by doing listdir(). We do not cover that in this video, but that's an option. 

The os module is a part of the standard library, or stdlib, within Python 3. This means that it comes with 

your Python installation, but you still must import it. 

 d. Types 

This module defines names for some object types that are used by the standard Python interpreter, but not 

for the types defined by various extension modules.  

In addition, it does not include some of the types that arise during processing such as the listiterator type. It 

is safe to use from types import * — the module does not export any names besides the ones listed here. New 

names exported by future versions of this module will all end in Type. 
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Typical use is for functions that do different things depending on their argument types. 

 e. ibm_boto3 

The ibm_boto3 library provides complete access to the IBM
®
 Cloud Object Storage API. Endpoints, an 

API key, and the instance ID must be specified during creation of a service resource or low-level client 

 f. Pandas 

In computer programming, pandas is a software library written for the Python programming language for 

data manipulation and analysis. In particular, it offers data structures and operations for manipulating 

numerical tables and time series. 

 g. BytesIO 

A BytesIO object isn't associated with any real file on the disk. It's just a chunk of memory that behaves 

like a file does. 

 After it returns, you can get any data the library wrote to the file from the BytesIO using the getvalue() 

method. 

 h. ZipFile 

The ZIP file format is a common archive and compression standard. This module provides tools to create, 

read, write, append, and list a ZIP file. Any advanced use of this module will require an understanding of the 

format. 

This module does not currently handle multi-disk ZIP files. It can handle ZIP files that use the ZIP64 

extensions (that is ZIP files that are more than 4 GByte in size). 

 It supports decryption of encrypted files in ZIP archives, but it currently cannot create an encrypted file. 

Decryption is extremely slow as it is implemented in native Python rather than C. 

 i. Svm 

Support vector machines (SVMs) are a set of supervised learning methods used for classification, 

regression and outliers detection. 

The support vector machines in scikit-learn support both dense (numpy.ndarray and convertible to that by 

numpy.asarray) and sparse (any scipy.sparse) sample vectors as input.  

However, to use an SVM to make predictions for sparse data, it must have been fit on such data. For 

optimal performance, use C-ordered numpy.ndarray (dense) or scipy.sparse.csr_matrix (sparse) with 

dtype=float64. 
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 j. Accuracy_score 

Accuracy classification score. In multi label classification, this function computes subset accuracy. 

 Split train/test 6.3.3.

 Split arrays or matrices into random train and test subset. Split train/test is a quick utility that wraps input 

validation and next(ShuffleSplit().split(X, y)) and application to input data into a single call for splitting 

(and optionally subsampling) data in a one-liner. It has multiple parameters[50]: 

 a. test_sizefloat or int, default=None 

If float, should be between 0.0 and 1.0 and represent the proportion of the dataset to include in the test split. 

If int, represents the absolute number of test samples. If None, the value is set to the complement of the train 

size. If train_size is also None, it will be set to 0.25.[50] 

 b. train_sizefloat or int, default=None 

If float, should be between 0.0 and 1.0 and represent the proportion of the dataset to include in the train 

split. If int, represents the absolute number of train samples. If None, the value is automatically set to the 

complement of the test size.[50] 

 Principal Component Analyze   6.3.4.

Principal component analyze (PCA) is unsupervised ,nonparametric statically technique  that let you take 

from several parameters components only the parameters that you are using in our case continuous wavelet 

transform coefficients, by reducing dimensionality for the complexity of computational algorithms in 

machine learning  to make the perform faster[51]. 

We will explain the calculation steps: 

 First: We start by centering dataset in 3D plot (X; Y; Z) into zero point of the coordinate 

system so we can draw perpendicular line to calculate the covariance of the extracted matrix, from 

the eigenvectors that are principal component to find the greatest covariance.  

 Second: The eigenvectors provide the proper variance.  

 Third: Select the new data dimension and we project them. 

In PCA, linear dimensionality reduction using Singular Value Decomposition of the data to project it to a 

lower dimensional space. The input data is centered but not scaled for each feature before applying the 

SVD.[51] 

Moreover, the principal parameter is the n_components, there are more parameters but all of them are stay 

in default: 
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 a. n_componentsint, float, None or str 

Number of components to keep. if n_components is not set all components are kept: 

n_components == min(n_samples, n_features) 

If n_components == 'mle' and svd_solver == 'full', Minka’s MLE is used to guess the dimension. Use 

of n_components == 'mle' will interpret svd_solver == 'auto' as svd_solver == 'full'. 

If 0 < n_components < 1 and svd_solver == 'full', select the number of components such that the amount 

of variance that needs to be explained is greater than the percentage specified by n_components[51]. 

If svd_solver == 'arpack', the number of components must be strictly less than the minimum of 

n_features and n_samples. 

Hence, the None case results in: n_components == min(n_samples, n_features) – 1 

After setting up the environment and install all the packages and libraries by the following instruction: 

 

Then, we import our audio data to train and classify. 
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 Input[]: 

 

 Output[]:  

 

Reading the file information and resampling all data into one sapling rate for next process (for this part 

Librosa v 0.6.3 can run)  

 Input[]: 

 

Note: if you already have processed data no need for this step 

Now, we will transform data .wav into mono channel, and prepare the data for plotting. 
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 Input[]: 

 

 Output[]: 

 

 

Then scaling data, to use only the needed information for extracting CWT coefficients by using the 

following instructions: 
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 Input[]: 

 

 Output[]: 

 

Figure 59:  pain1 and pain2 

Moreover, we will use the 3D plot to visualize the power from all angles.  

 

Figure 60: Pain1 
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Figure 61: Pain2 

 Input[] 

 

 Output[]: 
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7. Comparison & Conclusion 

In this table, we show a comparison between the used methods. It is true that SVM give us the best results 

but because of the uploading speed, we cannot use it to fully train the model with the big data we have. The 

rest two methods have a low accuracy, which is just due to low amount of data. In the next chapter we will 

decide the final model to implement in the Raspberry Pi. 

Table 13:  Comparison between trained models 

 Technics architecture Performance (accuracy %) 

MFCC-MLP 
NN(Neural network): Multi-layer 

perceptron 
28.9% 

Spectrograms images 
CNN: conventional neural 

network 
21.05% 

SVM (CWT) 
Support vector machine & PCA 

(Principal component analyze) 
100% 

In this third chapter, it was imperative to use different technics to know the best one for our application by 

trying several methods from signal processing (STFT), features extractions methods (Spectrogram, MFCC, 

CWT, DWT, LPC) to optimal deep learning model (CNN, NN) or SVM to apply it on baby cry database. 

 In addition, we try multiple circuits for creating proper hardware device to use it for sound detection, 

passing by the test phase via Arduino and testing different sound modules. 

This experience shows us how difficult and sensitive to work with audio signal processing and applying 

deep learning techniques on audio signals. 
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1. Introduction 

In this chapter, we will connect the detection system (Based on microphone and sound card) with the 

Raspberry Pi, with the implementation of the software (Script) in the Raspberry Pi model B. 

The detection of the sound is based on our algorithms that functions using parameters such as amplitude 

and frequency range extracted specially from the baby cry database to have the primary information‘s to 

lunch the system.  

In addition, we will make sure that the framework systems functioning very well, specially that we are 

using NODE-RED to perfection wiring and to have an online deploying for real time processing. 

Before getting into this final phase, we have a testing phase on the Arduino before anything else so we can 

make sure that we have all the right components along with their libraries installed on Raspberry Pi. 

2. Conception of the detection system  

2.1. Test phase with Arduino  

In this step, we will try to test the functionality of the components before using them on the Raspberry Pi to 

make sure that everything is perfectly ready for the integration. 

 Therefore, what we are doing is testing the ADC (ADS1115) with Arduino then testing the Arduino with 

the sound detector (MAX9814), we will explain it in more details in the following steps. 

 Required components (Arduino) 2.1.1.

 Arduino Uno  

 Ads1115  

 Sound sensor (MAX9814) 

 Wires (jumpers) 

 Arduino IDE 

 System wiring for Arduino  2.1.2.

 a. Arduino with ADS1115/1011 

The wiring has six connections 

 5V pin of the Arduino with the pin VDD  

 GNG pin of the Arduino with GND  

 Pin A5 (SCL) (Arduino) with pin 3 SCL  

 Pin A4(SDA) (Arduino)  with pin 4 SDA 

 Same GND (Arduino)  pin with pin 5 ADDR 

 3.3V Pin 3 (Arduino) with Pin A0  
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The following figures show the wiring with Arduino.  

 

Figure 62: Wiring of ads 1115 with Arduino 

 b. Wiring Arduino with MAX9814 

The microphone have three connections, so the wiring is simple: 

 GND (Arduino) -> GND.  3.3V (Arduino) -> VCC.   VCC can be 

anywhere from 2.4 to five Volt (DC). 

 AIN0 (Arduino) ->OUT. 

 

 

 

 

 

 

 

Figure 63: Wiring of microphone with Arduino 
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For better performance, we use the 3.3v pin because it is the adequate power supplier on the Arduino. 

The output will have a DC bias of VCC/2, so when it is quiet, the voltage will be a steady VCC/2 (1.65v) and 

when it low will reach the (3V). 

 c. System configuration in Arduino: 

Start by testing the digital analogue converter with the arduino system in order to use the ADC we need to 

install required libraries in the arduino sketch guide it very important to upload same version, then by using 

OpenSource example from adafruit examples it about simple code in differential between AIN0 and AIN1 

we have the following plot (we did not use gain function in this example) the results are very satisfactory: 

                

For testing the MAX9814 using same library of the ADAFRUIT we will implement a simple script from this 

guide, it about a sound tester manager we adjust the gain according to our needs we can see if it detect the 

sound will have an output of (0/0.1V) and it increase with the ambient sound of the surrounding. 

2.2. Application phase with Raspberry Pi  

Before working with the Raspberry Pi, we must do the setup for it by preparing the 16 GB SD card using a 

computer to install the operating system onto the SD card. 

 For this setup, we will use the program BalenaEtcher and Raspberry Pi imager. 

After setting up the card, we must test it by connecting the Raspberry Pi to a keyboard, a mouse and a 

monitor, and then power it via a computer or USB wall charger. 

Figure 64: ADS1015 readings test Figure 59: ADS1115 readings test 

https://www.arduino.cc/en/Guide/Libraries
https://github.com/adafruit/Adafruit_ADS1X15/blob/master/examples/differential/differential.ino
https://learn.adafruit.com/adafruit-microphone-amplifier-breakout/measuring-sound-levels
https://learn.adafruit.com/adafruit-microphone-amplifier-breakout/measuring-sound-levels
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Now we connect the Raspberry Pi to Wi-Fi, setting up the raspberry PI Wi-Fi  via Ssh (Secure shell 

connection) / VNC Viewer.  

Using VNC viewer allow us to see the Raspberry Pi's desktop remotely in a graphical way, using the mouse 

as if you were sitting in front of the Raspberry Pi. 

 Connecting to the Raspberry Pi like this can save on desktop clutter, and having multiple keyboards and 

mice all over the place.  

It also means we can put the Raspberry Pi on different network, but still control it. 

 Required components  2.2.1.

 Raspberry Pi 3 model B.  

 ADS 1115/1015 adafruit.  

 Microphone electret MAX9814 adafruit.  

 Printing board.  

 Wires. 

 Testing board.  

 System wiring for Raspberry Pi  2.2.2.

 

Figure 65: System of wiring for Raspberry Pi 3 model B 

Therefore, it is two-step stage by wiring the digital converter ADS1115 to the computer in our case 

Raspberry Pi 3 model B, and then we wire the microphone to the ADC for further details look at (figure 65). 
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Figure 66: Wiring for the detection system 

 d. Raspberry Pi with ADC wiring 

The wiring has four connections (Figure 66): 

 PiPin1 (3V) to Pin1 of the ADS1115, we know every maximum voltage input power for an ADC 

must not exceed the VDD=3V value. 

 GPIO2 ,Pipin3 (SDA)  to pin4 SDA. 

 GPIO3,Pipin5 (SCL) to pin3 SCL. 

 PiPin6 (GND) to pin2 GND. 

 e. Wiring of the MAX9814 microphone with ADC 

The wiring has one connection (Figure 66): 

 Pin4 (out of MIC) to Pin7 (A0). 

 f. Wiring of MAX9814 with the Raspberry Pi 

The wiring has two connections (Figure 66): 

 PiPin14 (GND) to Pin1 (GND). 

 PiPin2 (5V) to pin2 (VDD). It can be powered by 3V (Pin1). 
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 g. Connecting raspberry pi with microphone 

Since this hardware are not very optimal with low sensitivity for sound we are using different components : 

microphone and sound card  connected with raspberry pi via USB port : 

 

Figure 67: Final detection system 

We must configure the USB entry from menu in audio settings as connected with the sound detector and it 

will be ready for operating. 

We can record sound now using any application we have in our case we used node-red model and audacity 

to record some clips. 

Check page annex for more technical information‘s about microphone type and sound card. 

 System configuration in Raspberry Pi: 2.2.3.

In this part, we need to set the required configuration for the components with the raspberry pi to be able to 

read it with no issue starting by the configuration of the analogue digital converter. 

The usage of the ADS1115 require installation of specific Python library ADAFRUIT_BLINKA, the 

adafruit_ads1x15 and the adafruit_bus_device, they need to be updated to the latest version adapted with the 

hardware, and we need to make sure the ADC is adapted to python3, so we must enable all the other 

statement running on the platform, at the same time make proper GPIO configuration. 

3. Detection over real-time audio samples 

3.1. System building  

System is built using node-red software with collection of several nodes connected on local host in 

raspberry pi using same network for security measures ,the integrated user interface allow for user to control 
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the device threw button ―on‖ or ―off‖ and same time showing sound level.in next title more detailed will be 

explained.   

 Node-red:  3.1.1.

This phase we are using programming tool ―NODE-RED‖ for wiring hardware and system API‘s, it let us 

provide everything in one platform. To do so we need to install required module and nodes from node-red 

palette manager, and create a flow contains the needed hardware. 

 

Figure 68: Palatte manager and nodes list in node red 

Installed modules: 

 node-red-contrib-micropi 1.0.5 ( module with node collection let us stream and record audio 

from microphone connected to raspberry pi only ). 

 node-red-contrib-machine-learning-v2 1.0.9 (contains a set of nodes which offer machine 

learning functionalities. Such nodes have a python core that takes advantage of common ML 

libraries such as SciKit-Learn and Tensorflow. Classification and outlier detection can be 

performed through this package). 

 node-red-dashboard 2.23.2 (module that contain a set of nodes let us create a live data streamer 

on displaying dashboard ). 

General system require using 3 modules and 17 nodes: divide in two part,First part with detection system 

and second part for prediction. 
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Figure 69: General system 

 h. Micropi first part  

 

Figure 70: System detection with Micropi 
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Contain the detection sound system with some dashboard nodes let us control the record from the system 

nodes or from dashboard button explained as following: 

 Micropi  

for recording send boolean ―true‖ as ―msg.payload‖, for ―stoping‖ send ―false‖.we obtain 3 Outputs : 

1. Streaming audio as raw L16 

2. Wav file as a buffer with metadata 

3. Status messages(print) 

It is important to connect the second output with dashboard nodes else it won‘t send any display . the 

micropi node is configured with path file to save it on sdcard locally(figure 71). 

 

Figure 71: Micropi configuration 

So, basically this step lets us record the sound on file [demo.wav] that is doesn‘t save previous values but 

add on new values every time and surmount the old ones. 

 i. Prediction part  

This part contain machine learning node that receive from MQTT node the predicted value and processed it 

threw ―Multy layer perceptron model‖ and send back the results. Currently results available only at debug 

print. 
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Figure 72: MLP model prediction node-red 

 j. User interface : 

This step is for general user to use and how we want to display results built using html. 

Showing three examples of sound state first one when device is turned off ‗stop stat‖ (figure 73 )and 

second one with 60 db sound level detecting the environment sounds (figure 74) and the last one shows the 

red color with 120 db explains the intensity of high sound level (figure 75,76). 

 

Figure 73: UI in stop mode 
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Figure 74: UI in enviroment sound 

 

 

Figure 75:  UI in high sound mode 
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Figure 76: UI in dark mode for light sensitive users 

 

That was the final step for this project the user interface is prototype alpha and in the near future we will be 

seeing more preformat UI/UX, and even better performance for detection, at the end there is general 

conclusion. 
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General conclusion 

In this project, we realize a devise or a prototype based on the Raspberry Pi to detect baby cries and predict 

the cause of it using machine learning. Passing by the realization of the detection system (microphone, 

raspberry pi, etc.…), reorganize the database, test different technics of signal processing to have the best 

technic for our application.  

Then we pass by a classification phase using Neural Networks (NN), Convolutional Neural Networks 

(CNN) and Support Vector Machine (SVM) and we chose the Neural Networks (NN) technic associate with 

MFCC method. The implantation of the deep learning to make the right prediction of the cry… 

Despite all the difficulties we meet with during our work, we tried to combine the three specialties of 

biomedical engineering (biomedical electronics, biomedical informatics and telemedicine) in our project in 

order to obtain the best results.  

The information is currently displayed via VNC viewer in phone, we could not finish the part of the 

transmission of the information or the results to the parents or the babysitter using one of the different 

techniques (Wi-Fi, Bluetooth or GSM)instead of that we just live show cast the detection results. 

We are a little disappointed because of the lack of time and due to unforeseen events on top of it the 

Covid19 pandemic, that we could not finish our project with the way we wanted. 

This work can always be developed; on the side of the device itself (the hardware), the collection of the 

database and on the software side (classification methods and the implantation of the machine learning), 

without forgetting the communication part for the improvement of the monitoring of the baby cries. 

In addition, the experience gained and the results obtained during this study can be used for the future 

development of the device. 

Finally, we remain very optimistic about obtaining in the near future a device that meets the expectations of 

people and help the mothers with hearing difficulties to monitor and know the needs of the baby. 

This document is written with intention of being used by future researchers seeking information‘s related to 

this field or any mentioned subjects. 
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Features: 
Size: approx 57 x 25 x 12mm 

Weight: 12g 

LED Indicators: Microphone - Mute Status, Activity 

USB2.0 Full Speed (12Mbps) specification 

USB HID 1.1 Class Specification 

USB Audio Device Class Specification 1.0. USB powered bus, no external power required. 
This is a USB 2.0 external 7.1 channel sound card sound adapter. It can work with either desktop 
or laptop computer. And with Xear's 3D sound simulation software, it extends the stereo speaker or 
earphone to the 7.1 channel environment, giving you high-quality sound enjoyment. 
Connectors: USB Type A, Stereo Output Jack, Mono Microphone Input Jack 

Xear 3D Virtual 7.1 Channel Sound Simulation Software is included for Windows XP / Vista 

Keys functions: microphone-mute, speaker-mute, volume-up and down 

Plug and play. No drivers required for Windows 2000 / XP / Server 2003 / Vista, Linux, Mac Os 
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