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Résumé

La classification automatisée a envahi le monde de la santé, mais certaines mal-
adies sont encore diagnostiquées manuellement comme c’est le cas du cancer du
médulloblastome (MB) qui est une tumeur maligne à haut risque du système
nerveux central (SNC). Cette tumeur a de nombreux types et est diagnostiquée
par biopsie en examinant des images histologiques, ce qui demande beaucoup
d’efforts et de temps. Dans notre projet de fin d’études de Master, nous proposons
d’effectuer une classification automatisée du médulloblastome de l’enfance basée
sur les réseaux de neurones convolutifs CNN en exploitant les connaissances ap-
prises à travers différentes bases (medical PatchCamelyon (PCam) ou Nature Im-
ageNet) avec apprentissage par transfert. Une étude comparative est réalisée en
suivant deux stratégies : extraction de caractéristiques du réseau et apprentissage
partiel du réseau, nous utilisons les architectures les plus courantes à savoir VGG-
16, VGG-19, ResNet-50, Inception V3, CancerNet. Les expérimentations réalisées
prouvent que la similitude joue un rôle important lorsqu’il s’agit d’approche
d’extraction de caractéristiques du réseau ou d’apprentissage partiel du réseau.
En effet, lorsqu’il y a une forte similarité entre les deux données, l’extraction de
caractéristiques du réseau est la meilleure stratégie, sinon un réglage fin partiel
est plus adapté. Dans notre cas d’application, les résultats démontrent que le pro-
cessus d’apprentissage partiel du réseau en utilisant Inception V3 pré-entraîné
sur ImageNet a obtenu les meilleures performances avec une précision de 99,16%.

Mots clés

Medulloblastome, réseau de neurone convolutifs, apprentissage par transfert, ap-
prentissage partiel, extraction de caractéristiques profondes, histologie, classifica-
tion.
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Abstract

The automated classification invaded the world of health, but some diseases are
still diagnosed manually as is the case of medulloblastoma (MB) cancer, which is
a high-risk malignant tumor in the Central Nervous System (CNS). This tumor
has many types and is diagnosed by biopsy by examining histological images,
which takes a lot of effort and time. In our master’s project, we propose to per-
form an automated Childhood medulloblastoma classification based on Convo-
lutional Neural Networks (CNN) by exploiting the knowledge learned through
different bases (medical PatchCamelyon (PCam) or Nature ImageNet) with trans-
fer learning. A comparative study is carried out by following two strategies:
deep feature extractor and partial fine-tuning, we applied the most popular ar-
chitectures namely VGG-16, VGG-19, ResNet-50, Inception V3, CancerNet. Ex-
periments prove that there is an important role of similarity when dealing with
deep features extractor or partial fine-tuning. Indeed, when there is a high sim-
ilarity between the two data, the deep features extractor is the best, otherwise,
partial fine-tuning is more suitable. In our case application, results demonstrate
that the process of partial fine-tuning using inception V3 pre-trained on ImageNet
achieved the best result with an accuracy of 99.16%.

Keywords

Medulloblastoma, convolutional neural network CNN, transfer learning, partial
fine-tuning, deep features extractor, histology, classification.
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ملخص

یدویًاتُشخصالأمراضبعضتزاللاانھإلاالصحة، عالمغزاالآليالتصنیفانمنبالرغم
الخطورةشدیدخبیثورمیعتبروالذيالنخاعيالأروميالورمسرطانفيالحالھوكما

تشخیصھویتمعدیدةأنواعلھالورمھذا. المركزيالعصبيالجھازمستوىعلىیكون
في. والوقتالجھدمنالكثیریتطلبالذيالأمرالنسیجیة، الصورفحصطریقعنبالخزعة
الطفولةفيالنخاعيالأروميللورمآليتصنیفإجراءنقترحبنا، الخاصالماجستیرمشروع

قواعدخلالمنالمكتسبةالمعرفةاستغلالخلالمنالتلافیفیةالعصبیةالشبكاتعلىبناءً
PCam) مختلفة أوالطبیة  ImageNet دراسةإجراءیتم. بالنقلالتعلمباستعمال) الطبیعیة

أكثرنستخدمللشبكة، الجزئيوالتعلمالشبكةخصائصاستخراج: استراتیجیتینباتباعمقارنة
وھيشعبیةالبنى  VGG16 VGG19 و ResNet 50 و inception V3 و و

CancerNet .

مھمدورلدیناالتيوالبیاناتمسبقًااختبارھاتمالتيالبیاناتمجموعةبینالتشابھأنالنتائجتظھر
تكونجدًا، مرتفعًاالتشابھیكونعندماالعمیقة، المیزاتمستخرجفي. النھجینھذینمنكلفي

الأخیرً،في. جیدةالنتائجتكونضعیف، تشابھھناكیكونعندماالجزئي، الضبطفي. أفضلالنتیجة
علىمسبقًااختبارھاتمالتيinception V3باستخدامالجزئيالضبطعملیةاعتمدنا

ImageNet99.16بدقةنتیجةأفضلتحققلأنھا.٪

كلمات البحث 
استخراجالجزئي، التعلمبالنقل،التعلمالتلافیفیة، العصبیةالخلایاشبكةالنخاعي،الأروميالورم

.التصنیفالأنسجة، علمالعمیقة،السمات
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Introduction

Medulloblastoma is one of the most common cancers of central nervous system
tumors which have several types. The diagnostic of this malignancy tumor is
based on some examinations and much more on the biopsy through histopatho-
logical images. However, this diagnosis requires hard and tedious work, which
makes the diagnosis burdensome for experts. The solution to this problem is
to propose an automated histopathological diagnosis of childhood medulloblas-
toma using machine learning tools.

One of the new techniques of machine learning is deep learning. Lately, with
the development of machine learning methods and the contribution of Deep
Learning this has allowed great advances in computer vision, therefore, it is im-
portant to experiment and test the application of methods based on convolutional
neural networks. CNNs is a neural network based on convolutional layers and
is formed by a succession of blocks. There are several architectures with different
number of blocks that varied from one to another.

Learning CNNs requires a large database with thousands and millions of data,
but we can use it with small data by resorting to transfer learning. It has three
approaches, two of them (partial fine-tuning and deep features extractor) are des-
ignated for the small data. These transfer learning approaches helps to reuse im-
age representations learned from a source task and a dataset with a large amount
tagged into a second dataset which is small, like our case, in which we have a
database (Childhood Medulloblastoma) which is relatively small (as is the case
in most medical data).

In this master project, we investigate which approach and which architecture
and knowledge (through images of nature / medical) will be the most relevant
for the recognition of MB. A comparative study is conducted with some of the
most famous architectures like VGG-16, VGG-19, ResNet-50, Inception V3. These
models are pre-trained on ImageNet (straight-forward natural-image classifica-
tion datasets) and the PCam (histological images benchmark) using partial fine-
tuning and deep features extractor strategies. Through experimentations, we will
demonstrate what strategy and model are the most suitable for our case applica-
tion.

Our work is divided into three chapters :

• In the first one, we will talk about the medulloblastoma, its symptoms, its
types, the diagnostics. . .

1



Introduction

• In the second chapter, we will cite the different recent works related to
medulloblastoma classification in the machine learning domain.

• In the last chapter, we will define our process and cite its details, its results.

Introduction 2



Chapter 1

Medulloblastoma - Overview

1 Definition of Medulloblastoma "MB"

Medulloblastoma is an embryonic cancerous primary neuroectodermal 1 malig-
nancy of the fourth degree according to the world health organization (WHO)
[21] of the brain that develops in the middle of the cerebellum near the fourth
ventricle at the level of the vermis as designated in Figure 1.1.

Figure 1.1: Anatomy of the inside of the brain [1].

It is a rapidly growing invasive tumor and can metastasize throughout the
central nervous system via the Cerebro-Spinal Fluid (CSF). It is the most com-
mon and best-known accounting for 20% of Central Nervous System tumors and
half of the posterior fossa tumors [2]. It is more common in children under 16
years and can be seen in older adolescents, less often, in adults.

In 1925, the term "medulloblastoma" was first described by "Percival Bailey",
who was working in conjunction with "Harvey Cushing" [22].

The cause of medulloblastoma is not known, the hypothesis is that it could
be the result of an error in the early development of brain cells, but nothing is

1malignant tumors thought to arise from the central or peripheral nervous system.

3
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certain.

• MB signs and symptoms are:

– Headache.

– Nausea and vomiting, often worse in the morning.

– Fatigue or changes in activity levels.

– Dizziness.

– Loss of balance, clumsiness.

– Difficulty writing.

– Vision impairment.

• If the tumor has spread to the spinal cord:

– Back pain,

– Difficulty walking,

– Problems with urination or changes in bowel function.

2 Diagnosis and treatment of medulloblastoma

The diagnosis of this tumor is based on medical history, neurological examina-
tions, Magnetic Resonance Imaging (MRI), and much more on the biopsy which
is an integral part of the prognosis because it allows us to know the different char-
acteristics of the tumor such as dimensions, location, the form, etc.

The treatment of medulloblastoma includes surgery, chemotherapy, and ra-
diotherapy but long-term monitoring has shown that such treatment leads to
mainly neurocognitive impairment, neuropathy, endocrinopathy, delayed bone
growth, impaired motor function, hearing loss, and secondary malignancy.

These effects are dose-related to radiation therapy and the age of the patient
(overall survival is 5 years with a percentage of 75%) [2].

3 Risk stratification of medulloblastoma

The risks of medulloblastoma are broken down into two categories, average (stan-
dard) and high risk [23].

• The MB is considered average risk if all the following conditions are true:

– The child is over 3 years old.

– The location of tumor at the back of the brain.

– The cancer has not spread to other parts of the body.

– Do not have molecular features.

2. DIAGNOSIS AND TREATMENT OF MEDULLOBLASTOMA 4
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– The rest of the tumor after surgery is less than 1.5 cm3.

• The MB is considered high risk if one of the following conditions is met:

– The age of child is less than three years.

– The tumor location is not at the very back of the brain.

– The cancer has spread to other parts of the body.

– Molecular features will be found.

– The rest of the tumor after surgery is more than 1.5 cm3.

4 Classification and types of medulloblastoma

Medulloblastoma is classify and describe based on certain characteristics such as
histology, molecular features, and metastasis as presented in Figure 1.2.

Figure 1.2: The classification and subtypes of medulloblastoma.

4.1 Histological classification

The histological classification of medulloblastoma using microscopic features (size,
shape, . . . ) shows that there are several types, some are defined by the WHO and
others not [3].

The sub-groups defined by the WHO are:

• Medulloblastoma classic (CMB): it is the most common of MB account-
ing for 72% [2]. It is undifferentiated cells with a hyperchromatic nucleus,
(Homer wright rosette) suggesting neuronal differentiation, blue tumor as
it is represented in Figure 1.3. CMB is characterized by:

4. CLASSIFICATION AND TYPES OF MEDULLOBLASTOMA 5
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Figure 1.3: Classic MB [2].

– Diffuse masses of small undifferentiated oval or round cells.

– Some medulloblastomas exhibit neuronal, glial, and other differentia-
tion.

– Nuclear molding due to the compactness inside the cell.

– Neuronal differentiation is manifested by the formation of neuropils
and rosettes.

– Rosettes are groups of tumor cells arranged in a circle around a fibrillar
center.

– Mature neurons can also be found, but infrequently. Glial differentia-
tion in some tumors results in GFAP-positive cells. There may also be
differentiation along the oligodendroglial or ependymal lines

• Desmoplastic/nodular medulloblastoma (DN): Classic + Glomeruli (pale
collagen island): The least aggressive. Pale nodules are made up of uniform,
round, or spindle-shaped neural cells that are not as mitotically active as the
surrounding, darker tumor. They are present in a fine fibrillar base poor in
reticulin. Figure 1.4 represent the DN case.

4. CLASSIFICATION AND TYPES OF MEDULLOBLASTOMA 6
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Figure 1.4: Desmoplastic/nodular MB [3].

• Medulloblastoma with extensive nodularity (MBEN): it is tumor-specific for
DN that shows more nodular regions within the tissue.it characterized by
nodules that tend to be irregular and merge into numerous sets. The MBEN
case is represented in Figure 1.5.

Figure 1.5: MB with extensive nodularity [2].

• Large cell/anaplastic medulloblastoma (LCA): early seed, high mitosis: poor
prognosis It has tumor cells with large nuclei with anaplastic which is made
up of cells that are irregularly shaped. LCA is composed of very atypical
layers of cells. It is characterized by a focus of necrosis is present just above
the center of Figure 1.6, and an irregular hyperchromatic nucleus with a
nuclear cast and little cytoplasm.

The anaplasia was defined by increased cell size, increased cytologic pleo-
morphism, necessary envelopment molding, frequent mitotic activity, and
frequent apoptotic bodies.

• Medulloblastoma non-specified (NOS).

4. CLASSIFICATION AND TYPES OF MEDULLOBLASTOMA 7
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Figure 1.6: Large cell/anaplastic MB [2].

The sub-groups not defined by the WHO are:

• Classic biphasic medulloblastoma (B-MB): The term biphasic medulloblas-
toma is coined by Ellison et al. in 2007 [24]. Classic biphasic MB is char-
acterized by an alternating sheet of tumor cells with nodules of neurolytic
differentiation, these nodules are more irregular in their contour than those
encountered in the desmoplastic/nodular variant.

The difference between the DN variant and B-Mb is that in the DN vari-
ant, the nodules are outlined by reticulin but in M-MB are not outlined by
reticulin.

• Ganglioneuroblastoma (GNB): are tumors that develop in nerve tissue from
ganglia (a mass of nerve cells). Some intermediate tumors, ones that have
both malignant and benign cells, or both cancerous and noncancerous cells,
respectively. These tumors are rare and primarily occur in children under
the age of 5 [25].

• Paucinodular: The paucinodular D/N medulloblastoma displays scattered
small nodules amid widespread desmoplasia. It contained just a few synaptophysin-
immunopositive reticulin-negative nodules that showed virtually no de-
crease in nuclear: cytoplasmic ratio.

4.2 Genetical classification or Molecular Subgroups:

Molecular subgroups are genetically derived from a study and the understand-
ing of the three syndromes associated with medulloblastoma: Gorlin syndrome
(mutation in the PTCH1, PTCH2, or SUFU), Turcot syndrome (mutation in the
adenomatous Polyposis Coli APC), and Fraumeni syndrome (germline P53 mu-
tation) [2, 26]; representing:

• Wingless (WNT) activated:

4. CLASSIFICATION AND TYPES OF MEDULLOBLASTOMA 8
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List 10-15 % of MB [2]. It has a classic morphology and tends to occur along
the mid-line of the cerebellum. It characterized by:

– Expression of WNT pathway genes contains a mutation in exon 3 of
the CTTNB1 gene.

– Exhibit loss/ partial loss of chromosome 6.

The APC can be identified by including CTTNB1, TP53, SMARCA4, KMT2D,
or DDX3X mutation.

• Sonic hedgehog (SHH) activated:

Is counted for 30 % of MB [2] tend to be found in the cerebellar hemisphere, but
also can arise in the cerebellar vermis. SHH MB is characterized by activation of
SHH pathway transcriptional programs and recurrent mutations in SHH path-
way genes including PTCH1, SMO, and SUFU.

• Group 3 (non-WNT, non-SHH) / Group 4 (non-WNT, non-SHH) :

Both group 3 and group 4 represent in the mid-line filling the fourth ventricle.
They are tumors associated with metastasis, the first has a poor prognosis, and
the second intermediate.
Group 3 are tumors exceedingly rare which represent in the pediatric age spec-
trum.
Group 4 are typical tumors that present in older children.

4.3 Metastasis classification

The classification of MB based on metastasis or spread of disease shows the fol-
lowing stages [3]:

• M0: Tumor without spreading the disease.

• M1: Tumor cells found in the CSF.

• M2: the presence of evidence of disease spread in the brain (intra-cranial).

• M3: The spread of the tumor to the spine.

• M4: The tumor has spread outside the CNS. Common sites of metastasis
include the bones, lungs, and liver.

5 Aim of this work

Identification of childhood medulloblastoma and its appropriate subtype from
a biopsied tissue sample of the child’s tumor is integral to prognosis. Survival
rates can increase with early diagnosis. Indeed, the extent of patient survival is
highly dependent on the prior identification and treatment of pediatric medul-
loblastoma. Diagnosis depends on qualitative visual examination of histological

5. AIM OF THIS WORK 9
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slides of biopsy samples by clinical experts.

Algorithms and computer techniques have been used to assist pathologists
and physicians with various methodologies. Clinical diagnosis was studied to
better understand malignancy and the phases a patient undergoes when diag-
nosed with infantile medulloblastoma.

The sensitivity of the treatment is not systematic, and the identification of this
tumor requires a great deal of work and image analysis time for each patient.

In this master project, we propose a decision support system for automated
classification of normal and abnormal biopsy specimens of childhood medul-
loblastoma tumors, the most common childhood brain tumor.

The proposed application is based on the classification of histopathological
images of pediatric medulloblastoma through deep learning methods on patient
data collected from medical centers around the world from the IEEE Dataset
repository [27].

6 Conclusion

MB is a tumor that contains several subgroups which are defined based on differ-
ent characteristics. in our project, we will propose an automated classification of
medulloblastoma between normal and abnormal biopsy samples after recogniz-
ing the studies and work that are done on medulloblastoma which will be cited
in the following chapters.

6. CONCLUSION 10



Chapter 2

Related works

In this chapter, we will review the related works that have been done on the
automated classification of medulloblastoma. We will classify these works into
two categories according to the type of images used (MRI and histological) at the
end we will synthesize these different works.

1 Associated work

1.1 Approaches based MRI images

In 2020, a study based on machine learning and images obtained by MRI is con-
ducted to compare and classify three brain tumors which are: medulloblastoma,
ependymoma (EP), and astrocytoma to obtain at the end the grade of the tumor
(low or high) or type of tumor. the process of this study is represented in Fig-
ure2.1.

Figure 2.1: Data processing on MRI images [4].

11
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Grist et al. [4] worked with the hypothesis that “the combination of perfu-
sion data from the region of interest (ROI), the apparent diffusion coefficient
(ADC) and whole brain, provided considerable precision in distinguishing tu-
mor type or their grade”. This study was carried out on 49 patients from four
clinical sites in the U.K with medulloblastoma high grade and other tumors low
grade with a performed protocol of MRI at 3 or 1.5T including T1-weighted,
T2-weighted, T2-FLAIR, and T1-post contrast. Authors used features like tu-
mor volume (in cm, calculated from the masking T2-ROI), ADC (calculated from
diffusion-weighted imaging), corrected cerebral blood volume (CCBV), uncor-
rected cerebral blood volume (UCBV), leakage coefficient (K2). These last three
features were extracted using one of the advanced techniques of MRI which is
dynamic susceptibility contrast imaging (DSC), the other technique is diffusion-
weighted imaging (DWI) which was used to remove the signal from the static
water compartment in the brain. All these features were reduced by using princi-
pal component analysis (PCA) and its tested by using a Shapiro-milk test under
R and ANOVA/KRUSKAL-Wallace and Tukey for the evaluation. The authors
used two oversampling methods for increasing data size: data replication and
SMOTE.

The experimentation analysis was carried out under MATLAB and the train-
ing was done under ORANGE toolbox on python using five classifiers AdaBoost,
Random Forest, K-Nearest Neighbor (KNN), and neuron network with a single
layer. The F-statistic (sensibility and specificity) and precision were calculated to
evaluate the classifiers after a three-fold cross-validation stratification. Between
each fold the univariate analysis was applied. They concluded that the combina-
tion between the classifier AdaBoost and univariate analysis was the best with a
high accuracy.

In the same year, another study also based on MRI images was carried out by
Quon et al. [28] for the detection and classification of four tumors of the poste-
rior fossa: midline glioma of points (DMG), MB, pilocytic astrocytoma (PA), EP
using deep learning with ResNext-50-32-4d architecture. This study was carried
out on 805 patients from five different institutional with a performed protocol of
MRI at 3 or 1.5 including T2 FSE, T2 PROPELLER, T2 BLADE, T2 drive sense, T1
MPRAGE, T1 BRAVO, T1 fast-spoiled gradient recalled, T1 spoiled gradient-echo
and T1 spin-echo. The comparison of the performance of this model and the av-
erage of radiologist prove that the model is the performed because of their high
accuracy and f-score than accuracy biologist.

1.2 Approaches based histological images

In 2015, Cruz-Roa et al. [5] proposed an automated classification of anaplastic
and non-anaplastic MB using the process shown in Figure 2.2.

The data used are images from WSI. The extraction of the characteristics was
done using the two Convolutional Neuronal Networks architectures, VGG-16
and IBCa pre-trained models on both of natural and histological images. Then
the use of the softmax to make the classification. Accuracy, sensitivity, and speci-
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Figure 2.2: The work-flow process adopted in [5].

ficity are calculated for the measurement of classifier evaluation. The use of pre-
trained models on histological images gives the best result. The best performance,
whatever with color or grayscale images or with pre-trained model on natural or
histological images, is achieved by IBCa architecture.

In 2018, Das et al. [6] have done a study about the automated classification of
CMB based on texture features with normal and abnormal biopsy images going
through four phases represented in Figure 2.3, which are: Database Generation,
Pre-processing, features extraction, and classification.

Figure 2.3: The diagram of the study [6] using texture features.

The first phase contains three sub-steps, the first is the tissue blocks which
were obtained from GMCH, Guwahati. in the second step, the slide preparation
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was carried out at Ayursundra Healthcare Pvt by staining the slides with hema-
toxylin and eosin (H&E) to mark the cytoplasm in pink and the nucleus in blue.
In the last sub-step, the observation of the slides under a microscope was done
in the neurological research center of Guwahati (GNRC) to obtain 80 normal and
other abnormal images with a resolution of 512348 and 10 magnification. The
second phase breaks down into two sub-stages.

The first is the choice of the red channel after training all standard and avail-
able canalizations. This channel was chosen because it clearly distinguishes the
nucleus and the cytoplasm. The second is image enhancement to have colors
with uniform distribution, adaptive histogram equalization limited to contrast
CLAHE was chosen for enhancement after image conversion to gray-scale. The
five characteristics were chosen in the third phase, namely: the gray level co-
occurrence matrix (GLCM) (describes the probability of the passage in a certain
direction of a pixel i to j), the matrix of the gray level path length (GRLN) (gives
the connected length in a defined direction of a particular pixel), the histogram
of oriented gradient (HOG) (the characterization of the appearance and shape of
a local object), the local binary model (LBP) (the encoding of the information of
local texture), and three characteristics of Tamura (coarseness, contrast, regular-
ity). The last phase is a classification under MATLAB 2016b with six classifiers.
The Tree-based classification is applied to train the model, logistic regression (LR)
to fit data model using linear regression, linear discriminant (LD), and quadratic
discriminant (QD) to calculate for each class the sample mean and the sample
covariance, support vector machine (SVM) and KNN (K=10) to obtain a class.

Five cross-validations are used in the training and test such as 95% for train
and 5% for test. The performance of the classifier was evaluated by accuracy. The
LR was performed using each feature alone but Trees, SVM, and KNN had the
best and the high performance with an accuracy = 100% using all features.

Later, Das et al. [29] adjust their previous work by adding the notion of PCA.
PCA shows the forte correlation between the LBP, GRLM, GLCM, and Tamura.
the evaluation of experiences (each one alone, the two best LBP+GRLM, the three
best LBP+GRLM+GLCM, the four best LBP+GRLM +GLCM +Tamura, all the
five) proves that the combination between the four best features had the better
accuracy.

Another study was done by the same authors in [7] to classify CMB – LCA –
MBEN – DN - Normal cases using three types of characteristics as texture, color,
morphology. The number of these characteristics was 259, they were reduced
using PCA. The whole process of this study is represented in Figure2.4. This
study was done on MATLAB 2016b also, obtaining the results which prove the
performance of PCA and the forte correlation between the color and shape. The
evaluation of experiences (texture + color, texture + shape, color + shape) proof
that the combination between these two features gives the best.
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Figure 2.4: The process proposed by Das et al. using three features types [7].

In 2020, the same authors proposed in [8] an automated classification using
the reduced feature set based on the multivariate variance analysis MANOVA.
The classification was done at two levels, the first binary (malign or not) the
second multi-class (the MB subtypes). The process of this work is shown in
Figure2.5. The images were collected from the postoperative tissue blocks and
were observed and marked for ground truth with a Leica 1CC50 HD microscope
with a JPEG storage format. The characteristics used are texture (GLCM, GRLM,
LBP, Tamura characteristics), color (intensity histogram, color chromatic moment,
color correlogram), and morphology (Area, Euler Number, Orientation, Extent,
Perimeter, Filled Area, Solidity, Eccentricity, major axis length, Equiv Diameter,
and minor axis length). The images have been segmented using K-means and
MANOVA for the verification of the equality of the variance between the groups
(The experience was done first using PCA, thereafter with MANOVA). In the
end, the classification is applied by SVM by adding the strategy "one against all"
for the passage from SVM-binary to SVM-multi-classes with 75% of the data for
learning and 25% for the test. the performance of this classifier was measured by
accuracy, precision, recall, and Kappa. The results show that MANOVA is better
than PCA because it can identify the significant features without any transforma-
tion of data assuring good performance.
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Figure 2.5: The proposed process by Das et al. using MANOVA [8].

In 2021, the same database used by Das et al. was applied in by O. Attallah [9]
following the process shown in Figure2.6. In this study, the data was resized and
augmented by acquiring the images in several directions. By next, feature extrac-
tion using three CNNs architectures: DenseNet-201, ResNet-50 and MobileNet.
Then, the use of the method discrete wavelet transforms (DWT) for the time cal-
culation. The PCA for dimension reduction is applied afterward. In the end, the
classification with linear discriminant analysis (LDA) and ensemble subspace dis-
criminant (ESD). The choice of this process has been through 4 scenarios based
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on the best performance. The first scenario is using of the three deep learning
CNNs. The second, extraction of spatial features from the 3 CNNs and classify
them with SVM, cubic SVM, LDA, and KNN, and ESD classifiers. The third sce-
nario concerned the extraction from the spatial DL features of the time-frequency
features to form three spatial-time-frequency DL features sets and classify them
with the same classifiers used in the second scenario. In the last scenario, PCA
and DWT were applied on the three spatial-time-frequency DL feature sets.

Figure 2.6: the proposed process of O. Attallah study [9].

In the same year, Bengs et al. [10] proposed the classification of the two sub-
types of MB (CMB, and DN) using deep transfer learning with multi-scale-efficient
Nets (end-to-end approach). In this study, 161 cases were analyzed with 103 CMB
and 58 DN. The images were stained with hematoxylin and eosin. The labeling of
these images is validated by experts in whole slide image WSI with the possibility
of the presence of several cancerous areas in a single WSI image with a resolution
of 2000x2000 and magnification of 200x. In this proposal, Bengs et al. applied the
efficientNet from B0 to B5 with AlexNet, VGG16, and ResNet for input resolution
impact assessment. Data is divided into 10 sub-blocks (cross-validation) in which
each subset contains five cases of CMB and 2 cases of DN. A weighting of the
loss of individual classes inversely proportional to the samples of each class was
made to solve the problem of unbalanced classification. To increase the size of the
data, the images were rotated vertically, horizontally, and randomly. The perfor-
mance was measured by F-score, sensibility, specificity, area under the receiver
operating curve AUC, confidence interval CI of 95%, bias-corrected, accelerated
bootstrapping with 10000 bootstraps, permutation test with 10000 samples. The
process of this study is in Figure2.7 and the results show that the performance of
EfficientNet-B5 with the high resolution gives the best performance compared to
the tree classic deep performance used in this experience.

Figure 2.7: The workflow process proposed by Bengs et al. [10].
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2 Synthesis

In these recent works, two approaches were used based on the type of image,
MRI and histological, but we will focus on the histological approach because the
gold standard for any tumor classification is the biopsy.

We report several works (see Table 2.1) that used features with different levels
of features, high-level features, advanced latent features, and deep level features.
In the advanced level features, MANOVA and PCA were used for dimensions
reducing to obtain performance better than using all features with classic classi-
fiers.

IMG
TYPE

FEATURES CLASSIFIERS CLASSES

MRI
[4]

ACP, univariate with
ADC, CCBV, UCBV,
K2

AdaBoost, Random-
Forest, KNN, RN

MB, EP, Astrocytoma

MRI
[28]

/ ResNet 50-32-4d MB, DMC, PA, EP

Hist
[5]

VGG-16, IBCa softmax anaplasic, non
anaplasic

Hist
[6]

GLCM, GRLN,
HOG,Tamura

SVM, KNN, Trees,
LR, LD, QD

Normal, CMB

Hist
[29]

PCA with GLCM,
GRLN, HOG,Tamura

SVM, KNN, Trees,
LD, QD

CMB, LCA, MBEN,
DN, Normal

Hist
[8]

PCA with texture,
color, morphology

SVM, KNN, Trees,
LR, LD, QD

CMB, LCA, MBEN,
DN, Normal

Hist
[7]

with MANOVA SVM CMB, LCA, MBEN,
DN, Normal

Hist
[9]

PCA with denseNet-
201, mobileNet and
ResNet-50

LDA, ESD CMB, LCA, MBEN,
DN, Normal

Hist
[10]

/ AlexNet, ResNet 50,
EfficientNet,VGG 16

CMB, DN

Table 2.1: List of related works with details of features and classifiers applied.

For the deep level features, a hybrid approach was applied where CNNs pre-
trained models were used to extract features and different classifiers to obtain
tumor class. In these hybrid approaches, the process goes through three stages,
first, feature extraction, second, feature selection or dimension reduction step,
and finally, the classification step.
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So, the transfer learning is used in some works to extract features in which a
model that was trained on images of natures (ImageNet) which have a very low
similarity with our small medulloblastoma dataset, and histological images (just
in one work).

To work with CNN which is current and trending is good idea, but must
be careful on the choice of the technique and approach. Since we have a small
dataset we must go into two approaches of transfer learning, the partial fine tun-
ing or deep features extractor. The partial fine tuning, if the models are trained
on dataset not similar with our data. And the deep features extractor, if we have
pretrained models on dataset very similar to our data.

The choice of the process is clear now, but there are different architectures and
models that it is important to make the right choice. That what we will see in the
next chapter.

3 Conclusion

In this chapter, we have cited the different works on the classification of medul-
loblastoma. The success of deep learning methods in achieving image classifi-
cation has gained a lot of attention in recent years. Recent study has naturally
proposed some works based on deep learning architectures for the classification
of medulloblastoma. In the next chapter, we will show our proposition to classify
normal and abnormal medulloblastoma cases.
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Transfer learning comparative study

In this chapter, for the classification of MB images, we will carry out a compar-
ative study with two transfer learning approaches (partial fine-tuning, and deep
features extractor) using different Convolution Neuronal Networks architecture
as VGG-16, VGG-19, ResNet-50, and Inception V3 pre-trained models on Ima-
geNet (straight-forward natural-image classification datasets) and the CancerNet
pre-trained on PCam (histological images benchmark).

The idea behind this experimentation is to investigate which from the partial
fine-tuning and deep features using pre-trained models on ImageNet or PCam
are the most suitable for the Childhood MB Dataset used in our application.

1 Childhood MB Dataset Description

All of Guwahati Medical College, GMCH Hospital and GNRC had been collabo-
rating to collect the childhood MB dataset. This data was obtained from patients
under 15 years of age who were identified in GMCH. Samples were taken from
tissue blocks and used as a component of the postoperative process. These blocks
of tissues were stained, at Ayursundra Pvt, using H & E with the help of a local
medical professional.

Subsequently, a qualified pathologist at the pathology department of the GNRC
observed the scans of the slide and the region of interest for ground truth. Pic-
tures of the region of interest were captured using a Leica 1CC50 HD microscope
and were saved in JPG format for the four subtypes of MB tumors. The dataset
contains 204 and 258 pictures with magnification 10x and 100x [see Figure 3.1 ,
3.2] from 15 patients [9, 27].

20



Chapter 3 - Transfer learning comparative study

Figure 3.1: Normal medulloblastoma with magnification 10x.

Figure 3.2: Abnormal medulloblastoma with magnification 100x.

1. CHILDHOOD MB DATASET DESCRIPTION 21



Chapter 3 - Transfer learning comparative study

2 Convolutional Neural Network

CNN is a type of artificial neural network with convolutional operations; it is
made up of neurons whose parameters take the form of weights and biases that
can be changed or adjusted during the learning operation.

CNN is formed by a succession of processing blocks which are represented in
Figure 3.3, to extract the characteristics discriminating the class of membership of
the image of others [11]. A treatment block consists of one to several:

Figure 3.3: CNN architecture [11].

• Convolutional layers (CONV): Its goal is to identify the presence of a set of
features in the images received as input. For this, convolution filtering is
carried out: the principle is to "drag" a window representing the filter onto
the image, and to calculate the convolution product between the filter and
each portion of the scanned image ( Figure 3.4). The output of this operation
is called feature map or also activation map.

Figure 3.4: The convolutional layer of CNN [12].

• Activation layer (ReLU): The correction or activation layer is the application
of a non-linear function to the characteristic maps output from the convo-
lution layer. The ReLU function (ReLU(x) = max(0, x)) (Rectified Linear
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Units) remove every negative value from convolution results and replace
it with zeros as shown in Figure 3.5. it makes it easier to extract complex
features that cannot be modeled by a linear combination of a regression al-
gorithm.

Figure 3.5: The RELU function.

• Pooling layer: In this layer, a downsampling operation is applied after a
convolutional layer (see Figure 3.6). In particular, the most popular types
of pooling are max and average pooling, where maximum and average val-
ues are taken, respectively. The principle of the max and average pool is
represented in Figure 3.7.

Figure 3.6: The size of image before and after using pooling layer.
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Figure 3.7: The average and the max pool layer [13].

• Fully-Connected Layer: This layer is applying to a previously flattened in-
put (It simply consists of taking all previously calculated matrices and put
them into a single list or a vector, in order to exploit them in the input layer
of a neural network) where each input is connected to all neurons as repre-
sented in Figure 3.8. Fully connected layers are typically present at the end
of CNN architectures and can be used to optimize goals such as class scores.

Figure 3.8: The fully connected layer.

• The activation function used for prediction: selecting the right activation
function depends on the type of classification problem, and two common
functions are:

– Sigmoid is generally used for binary classification problems, as it is a
logistic function

– Softmax ensures that the sum of values in the output layer sum to 1 and
can be used for both binary and multi-class classification problems.
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3 Transfer learning

With the contribution of Deep Learning to allowed great advances in computer
vision, it is worth experimenting and tests the application of CNNs. However, to
achieve satisfactory performances these models rely on huge datasets which in
some contexts, it is very difficult, and sometimes impossible to get or to compute.

Transfer learning is a deep learning technique that makes it possible to re-use
general models already trained (a model created by someone else to solve a sim-
ilar problem) to another one. Transfer learning is applied when the source task’s
model has been trained on a vastly bigger training set than could be acquired
for the destination task. In transfer learning, the trained model is compiled as
“weights” of the network, then repurpose the learned features, or transfer to a
second network.

There are three approaches of transfer learning, which are: total fine-tuning,
partial fine-tuning, and deep features extractor [11, 30].

3.1 Total fine-tuning

Total fine-tuning is used when the size of the data of our task is large and its
similarity with the data pre-trained is very high [30]. We replace the last fully
connected layer of the pre-trained network with a classifier adapted to the new
problem (SVM, logistic regression...) and initialized randomly. All layers are then
trained on the new images. It is used when the new collection of images is large:
in this case, we can afford to train the whole network without running the risk of
over-fitting. Moreover, since the parameters of all layers (except the last one) are
initially those of the pre-trained network, the learning phase will be done faster
than if the initialization had been random.

3.2 Partial fine tuning

Partial fine-tuning is used when the size of the data of our task is small and its
similarity with the data pre-trained is very low [30]. In this approach, we use the
pre-trained model of ‘n’ layers with random initialization of all its weights. Have
freeze a number ‘k’ of initial layers of the pre-trained model then we train this
model again on our dataset with the remaining ‘n− k’ layers. More precisely, the
last fully connected layer is replaced by the new randomly initialized classifier,
and the parameters of some layers of the pre-trained network are fixed. Thus, in
addition to the classifier, we train on the new images the non-fixed layers, which
generally correspond to the highest ones of the network.

3.3 Deep features extractor

Deep features extractor is used when the size of the data of our task is small and
its similarity with the data pre-trained is very high. In this approach, we don’t
need to retrain the model because we have the same task. Here we remove the
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last fully connected layer and fix all the other parameters. This truncated net-
work will then compute the representation of each input image from the features
already learned during the pre-training. We then train a randomly initialized
classifier on these representations to solve the new problem [30].

4 Material and methods

In this master project, we will work with two transfer learning approaches such
as partial fine-tuning and deep features extractor which correspond the best to
our dataset classification. In each approach we will use two different pre-trained
models, models trained on ImageNet (straight-forward natural-image classifica-
tion datasets) and on PCam (histological images benchmark).

4.1 Pre-trained models on ImageNet dataset for nature image
classification

ImageNet [31] is a large and an organized image database according to the World-
Net which contains 14197122 (more than 14 million) images organized and la-
beled in a hierarchy (1000 classes, a sample is presented in Figure 3.9). Each node
of the hierarchy is depicted by hundreds and thousands of images. It was de-
signed by academics for research in computer vision and it has an important role
in the advancement of this domain through various challenges.
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Figure 3.9: ImageNet samples [14]

There are several and variant architectures of CNN, each has its own struc-
ture which is completely different from the other or which is an improvement on
a previous architecture. In our work, we are interested in those who have proven
themselves in science competitions and who have given a boost to the field of
deep learning around the world [32] such as VGG-16, VGG-19, ResNet-50, Incep-
tion V3.

VGG-16

VGG-16 is a CNN model that contain 16 layers of convolution as represented
in Figure 3.10. proposed by Simonyan and Zisserman [16], it gained notoriety
by winning the ILSVRC (ImageNet Large Scale Visual Recognition Challenge)
competition in 2014 1. It marked a progression compared to previous models by
proposing, in the convolution layers, convolution kernels of smaller dimensions
(3 × 3) than what had been done until then (the AlexeNet [33]). The model has
been trained over weeks using state of the art graphics cards.

1https://image-net.org/challenges/LSVRC/2014/
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As we can see in Figure 3.10, the architecture of VGG-16 is clear and easy to
understand which is also a strength of this model.

Figure 3.10: The structure of VGG-16 [15].

VGG-19

VGG-19 [16] is the improvement of VGG-16 which goes from 16 layers of convo-
lutions to 19 layers (as represented in Figure 3.11). The 19 weight layers consist
of 16 convolutional layers with 3 fully connected layers and the same 5 pooling
layers.

Figure 3.11: The structure of VGG-19 [16]

Inception (GoogleNet) V3

Inception’s deep convolutional architecture was introduced as GoogLeNet (Szegedy
et al. 2015a [34]), named also Inception V1. Later, the Inception architecture was
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refined in various ways, first by the introduction of batch normalization (Ioffe
and Szegedy 2015 [35]) (Inception V2). Later, by additional factorization ideas in
the third iteration (Szegedy et al. 2015b [36]) which is known as Inception V3 [17].

In GoogLeNet / Inception V1, auxiliary classifiers are used to have a deeper
network. In Inception V3, the auxiliary classifier is used as a regularizer. In
fact, in deep learning the modules are still intuitive. Inception V3 architecture
use Label Smoothing, 7 × 7 convolutions, and auxiliary classifier with the use of
batch normalization for layers [17]. The structure is represented in Figure 3.12.
With 42 layers deep, the computational cost is only about 2.5 more than that of
GoogLeNet, and much more efficient than that of VGG-Net [16].

Figure 3.12: The structure of Inception V3 [17].

ResNet-50

The ResNet architecture, developed by He et al. [37], marked a milestone in the
introduction of an exotic type of architecture based on "modules", or as it is now
called, "networks within networks". These networks introduced the concept of
"residual connections". There are variations of ResNet with different number of
layers, but the most used is ResNet-50 the winner of ImageNet challenge 2015 2,
which consists of 50 layers (Figure3.13).

2https://image-net.org/challenges/LSVRC/2015/
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Figure 3.13: The structure of ResNet-50 [18].

It is remarkable that although it has a lot more layers than the VGG, it needs
a lot less memory, almost 5 times less. This is because this network, instead of
dense layers in the classification stage, uses a type of layer called GlobalAverage-
Pooling, which converts the 2D activity maps from the last layer of the feature
extraction stage into a vector of n-classes used to calculate the probability of be-
longing to each class.

4.2 Pre-trained models on PCam dataset for histological image
classification

PCam is derived by Veeling et al. [19] from the Camelyon16 Challenge [38], which
contains 400 H&E stained WSIs of sentinel lymph node sections. The slides were
acquired and digitized at 2 different centers using a 40x objective (resultant pixel
resolution of 0.243 microns).

The PCam benchmark dataset contains 327680 color histological images with
a resolution of 96 × 96 px (see Figure 3.14). This database consists of two classes
in which each image is labeled indicating the presence of metastatic tissue.

Figure 3.14: Samples example from PCam. Green boxes indicate tumor tissue in
center region, which dictates a positive label [19].

Its packs the clinically relevant task of metastasis detection into a straight-
forward binary image classification task, akin to CIFAR-10 and MNIST, it should
be noted that PCam benchmark is bigger than CIFAR10 and smaller than Ima-
geNet.
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CancerNet

CancerNet is a CNN model Similar to VGGNet. It uses exclusively 3×3 CONV fil-
ters, however, unlike VGG, it uses depth-wise separable convolution rather than
standard convolution layers (see Figure 3.15). The depth-wise separable convo-
lution is appreciated for its efficiency in addition it requires less memory and less
computation [39]. This model was firstly used by Adrian Rosebrock on Breast
cancer images [40] and some modifications have been taken over by Soumya Ran-
jan Behera on Histopathologic Cancer Detection in the Kaggle Competition [20]
for training the model on PCam benchmark dataset.

Figure 3.15: CancerNet layers used by Soumya Ranjan Behera on Histopathologic
Cancer Detection Kaggle Competition [20].
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5 Results and discussion

5.1 Programming environment

All the experiments were performed with google colaboratory, applied also Co-
lab3 or google colab, which is a Google research project that allows the researchers
to write and execute Python in their browser, with zero configuration required,
Free access to GPUs, Easy sharing. Colab is based on a Jupyter notebook envi-
ronment that requires no setup to use and runs entirely in the cloud.

5.2 Database preparation

We split our data by distributing the images into three folders, train, test, and val-
idation. The first folder contains 240 images split into two other folders, normal
and abnormal. The test folder contains 120 images split into two folders, normal
and abnormal. The validation contains two images, the first image represents
normal MB, and the second represents abnormal MB.

5.3 Classification process

The experimentation is based on a comparative study of two transfer learning
strategies with various CNN architecture trained on nature image classification
(ImageNet) and histological image classification (PCam). The idea behind this
experimentation is to investigate which from the partial fine-tuning and deep
features using pre-trained models on ImageNet or PCam a dataset on the same
domain gives the best results on the Childhood MB Dataset used in our applica-
tion.

• In partial fine-tuning strategy, first with ImageNet dataset, we need to freeze
some layers and retrain them again with our dataset. In the VGG-16 and
VGG-19, we had to freeze the two last layers. However, in ResNet-50 and
inception, we had freeze layers from the layer 171 and 305 respectively. Sec-
ond, for the fine-tuning with PCam dataset, we load all of VGG-16, VGG-
19, ResNet-50, Inception V3 pre-trained models without weights. Next, we
add the weights obtained after the training of CancerNet on PCam dataset
available on Kaggle 4 to these models. We freeze the same layers as partial
fine-tuning with ImageNet dataset in all of the four architectures.

• In deep features extractor strategy, the models are used to extract features
from ImageNet dataset. Then transfer them to another classifier. Here, we
use the SVM [41] and the Random forest [42] for the classification. For PCam
dataset, we load the models with CancerNet weights and without the top
layer. We use the models to extract features and transfer them to the SVM
and Random Forest classifier for performance study.

3https://colab.research.google.com/
4https://www.kaggle.com/soumya044/histopathologic-cancer-detection
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5.4 Results

The evaluation of models was measured by the accuracy. The accuracy was cal-
culated as: Accuracy = (true positive + true negative)/number of samples *100
The results of the two approaches using pre-trained models on ImageNet dataset
are in Table 3.1, and pre-trained models on PCam dataset are in Table 3.2.

• In the deep features extractor strategy, the pre-trained models on PCam
dataset give the best result compared to the pre-trained models on Ima-
geNet. This can be explained by the fact that the PCam dataset (histological
lymph node sections images) have very high similarity with our dataset in
contrary of ImageNet dataset (Nature images) which have a poor similarity.

Nevertheless, the results of the deep features extractor with the pre-trained
model on PCam must better than that we have obtained, it needs more
parametrization. To obtain the best parameters, more experimentation should
be have done. The SVM and random forest classifiers are at the same level,
both give a high accuracy of 92.5%.

• On the other side, in the partial fine-tuning strategy, the pre-trained models
on ImageNet give the best result in comparison with pre-trained on PCam
dataset. Here the notion of similarity changes, because partial fine-tuning is
used when the models were trained on a dataset not similar to our dataset.
The partial fine-tuning allows us to re-use image representations learned
from a source task and a dataset with a large quantity labeled on a second
dataset which is different. The partial fine-tuning is intended for databases
that are different from the pre-trained databases. The Inception V3 model
outperforms the other architectures for partial fine-tuning on ImageNet. It
gives the best accuracy at all (99.16%) (the graphs of loss and accuracy are
represented in Figures 3.16,3.17).

PARTIAL DEEP FEATURES EXTRACTOR
MODELS FINE-TUNING (%) SVM (%) Random Forest (%)
VGG-16 94.16 87.5 85.83
VGG-19 93.33 90.83 87.5
ResNet-50 87.50 80 75
Inception V3 99.16 88.33 86.66

Table 3.1: Performances of pre-trained models on ImageNet.

PARTIAL DEEP FEATURES EXTRACTOR
MODELS FINE-TUNING (%) SVM (%) Random Forest (%)
VGG-16 80 90 88.33
VGG-19 81.66 92.5 92.5
ResNet-50 84.16 80 85.83
Inception V3 81.66 80 90

Table 3.2: Performances of pre-trained models on PCam.
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ACCURACY CURVE LOSS CURVE

VGG-16

VGG-19

ResNet-50

Inception V3

Figure 3.16: Performances of partial fine tuning with VGG-16, VGG-19, ResNet-
50, Inception V3 pre-trained models on ImageNet dataset.
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ACCURACY CURVE LOSS CURVE

VGG-16

VGG-19

ResNet-50

Inception V3

Figure 3.17: Performances of partial fine tuning with VGG-16, VGG-19, ResNet-
50, Inception V3 pre-trained models on PCam dataset.

In the biomedical domain, there is a huge lack of big data, therefore, transfer
learning via deep features extractor or partial fine-tuning is the best option for
CNN application on a small dataset as is the case of our Childhood MB dataset.
The idea behind this experimentation is to investigate which from the partial
fine-tuning and deep features using pre-trained models on ImageNet (straight-
forward natural-image classification datasets) or PCam (histological images bench-
mark) are the most suitable for our case application.
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In the related works cited, we found only the work of O. Attallah [9] and
Bengs et al. [10] with deep features extractor using a pre-trained model on Im-
ageNet, and Cruz-Roa et al. [5] with two different pre-trained models, one on
ImageNet and the other on histological data. The comparative study conducted
in this master project, quest on what is the best choice of transfer learning strat-
egy to use and if the similarity between the pre-trained data and target data is
important for best performances. Experiments prove that there is an important
role of similarity when dealing with deep features extractor or partial fine-tuning.
We conclude that when there is a high similarity between the two data, the deep
features extractor is the best, when none, partial fine-tuning is more suitable.

6 Conclusion

For the automatic recognition of Childhood MB, we used in this work a small
database, which forces us when applying convolutional neural networks models
to use transfer learning approaches such as the deep features extractor or the
partial fine-tuning. After the comparison study realized, experiments reveal that
the deep features extractor is possible when the similarity condition is satisfied
between the data we have and the data the model has trained. Otherwise, we
must move to partial fine-tuning with no similarity between the two datasets
and vice versa.
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Conclusion

In this Master project, we set ourselves the objective of answering the question
“how to avoid the hard work and to gain time for medulloblastoma classification task”.
We assumed that the solution is in machine learning approaches. We had then
proposed an automated classification of the childhood medulloblastoma dataset
based on CNNs. The size of our dataset forced us to deal with two approaches of
transfer learning, partial fine-tuning or deep features extractor. The partial fine-
tuning is used when we have models pre-trained on a dataset not similar to our
dataset case application, the deep features extractor is used when there is a high
similarity between our data and the dataset on which the model is trained.

We carry out a comparative study between partial fine-tuning and deep fea-
tures extractor using the most popular architectures in literature as VGG-16, VGG-
19, ResNet-50, Inception V3. The experimentation made is to evaluate the perfor-
mances of the pre-trained models on both on ImageNet (straight-forward natural-
image classification datasets) and the PCam dataset (histological images bench-
mark).

The experimentations conducted show that, even on partial fine-tuning or
deep features extractor, the choice of the pre-trained model is very important.

The comparison study conducted make us concluded that there is a rule which
is “if the model was trained on data similar as which we have, the deep features extractor
must be applied; If the model was trained on data similar as which we have, the partial
fine-tuning must be applied; and vice versa.” In our case application, the results show
that the partial fine-tuning process using the Inception V3 pre-trained model on
ImageNet achieved the best accuracy with 99.16%.

We had hoped that there would be more appreciable results even in deep fea-
tures extractor and not just in the partial fine-tuning, this takes a lot of time and
a lot of experimentation which we will be conducted in the future to reach a suit-
able setting. We have a great desire to use CanceNet and other architectures.
Step-by-step and total fine-tuning are the two others CNN methods that we want
to apply but the huge lack of big medical data binds us. We hope that will be
resolved to dive into a new experience.
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Abstract

The automated classification invaded the world of health, but some diseases are
still diagnosed manually as is the case of medulloblastoma (MB) cancer, which is
a high-risk malignant tumor in the Central Nervous System (CNS). This tumor
has many types and is diagnosed by biopsy by examining histological images,
which takes a lot of effort and time. In our master’s project, we propose to per-
form an automated Childhood medulloblastoma classification based on Convo-
lutional Neural Networks (CNN) by exploiting the knowledge learned through
different bases (medical PatchCamelyon (PCam) or Nature ImageNet) with trans-
fer learning. A comparative study is carried out by following two strategies:
deep feature extractor and partial fine-tuning, we applied the most popular ar-
chitectures namely VGG-16, VGG-19, ResNet-50, Inception V3, CancerNet. Ex-
periments prove that there is an important role of similarity when dealing with
deep features extractor or partial fine-tuning. Indeed, when there is a high sim-
ilarity between the two data, the deep features extractor is the best, otherwise,
partial fine-tuning is more suitable. In our case application, results demonstrate
that the process of partial fine-tuning using inception V3 pre-trained on ImageNet
achieved the best result with an accuracy of 99.16%.

Résumé

La classification automatisée a envahi le monde de la santé, mais certaines mal-
adies sont encore diagnostiquées manuellement comme c’est le cas du cancer du
médulloblastome (MB) qui est une tumeur maligne à haut risque du système
nerveux central (SNC). Cette tumeur a de nombreux types et est diagnostiquée
par biopsie en examinant des images histologiques, ce qui demande beaucoup
d’efforts et de temps. Dans notre projet de fin d’études de Master, nous proposons
d’effectuer une classification automatisée du médulloblastome de l’enfance basée
sur les réseaux de neurones convolutifs (CNN) en exploitant les connaissances
apprises à travers différentes bases (PatchCamelyon (PCam) médicale ou Nature
ImageNet) avec apprentissage par transfert. Une étude comparative est réalisée
en suivant deux stratégies : extraction de caractéristiques du réseau et appren-
tissage partiel du réseau, nous utilisons les architectures les plus courantes à
savoir VGG-16, VGG-19, ResNet-50, Inception V3, CancerNet. Les expérimen-
tations réalisées prouvent que la similitude joue un rôle important lorsqu’il s’agit
d’approche d’extraction de caractéristiques du réseau ou d’apprentissage par-
tiel du réseau. En effet, lorsqu’il y a une forte similarité entre les deux don-
nées, l’extraction de caractéristiques du réseau est la meilleure stratégie, sinon
un réglage fin partiel est plus adapté. Dans notre cas d’application, les résultats
démontrent que le processus d’apprentissage partiel du réseau en utilisant Incep-
tion V3 pré-entraîné sur ImageNet a obtenu les meilleures performances avec une
précision de 99,16%.
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