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Abstract

Digital phonocardiography is the acoustic recording of the intracardiac hemody-
namic activity. Heart sounds and murmurs recorded as phonocardiographic signals
include reliable information in investigating the valvular functioning.

This thesis investigates the time–frequency content of phonocardiographic signals
through advanced digital signal processing methods. As a first part, heart sounds
and murmurs are studied to understand their nature and genesis. The multidegree
of freedom theory concludes several theories behind genesis of heart sounds and
murmurs. Understanding the genesis theory allow to select the appropriate tool for
analysis.

In the second part, time–frequency methods are studied through their theoreti-
cal background. Practical applications complement the study to select the adequate
time–frequency methods to be used during analysis. The Reassigned smoothed
pseudo Wigner–Ville distribution among several time–frequency methods brings to
light the required digital signal processing elements to appropriately process infor-
mation within phonocardiographic data.

Finally, several techniques were developed to support the selected time–frequency
methods as adaptive algorithms towards extracting information from heart sounds
and murmurs.

An adjustment algorithm was developed to resolve the amplitude attenuation
issue within heart sounds. Additionally, a dechirping algorithm was developed to
resolve the phase cancellation issue that cancel valuable valvular sounds during their
transmission from the heart to the chest. A detection algorithm of the valvular split
within heart sounds based on the Reassigned smoothed pseudo Wigner–Ville dis-
tribution was developed. These algorithms were validated on simulated and real
heart sounds. Phonocardiographic signals were recorded within the CHUT (Cen-
tre hospitalier universitaire de Tlemcen), and from the LGB–IRCM (Laboratoire
de Génie biomédical – Institut de recherches cliniques de Montreal) cardiac valve
database. A mother wavelet was developed from the Valvular chirplet model valvu-
lar heart sounds. This mother wavelet allowed better scalograms in comparison to
usual Morlet and discrete Meyer wavelets. A global analysis of abnormal phonocar-
diographic signals was performed by wavelet packets to localise energy within the
forming frequency subbands of the analysed signal.

Keywords: Digital phonocardiography, heart sounds, heart murmurs, time–
frequency analysis, valvular chirplet model, reassigned smoothed pseudo Wigner–
Ville distribution, wavelet analysis, discrete wavelet transform, wavelet packets.
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Innovative digital signal
processing algorithms

1. Amplitude recovery algorithm of heart sounds to resolve the amplitude
attenuation issue of heart sounds within thoracic phonocardiograms.

2. Dechirping algorithm developed to resolve the phase cancellation issue
between intracardiac valvular sounds within phonocardiographic signals.

3. Time–frequency detection algorithm of heart murmurs.

4. Adapted mother wavelet developed from the Valvular chirplet model
(VCM) of valvular heart sound to be applied on phonocardiographic signals
through Continuous wavelet transform (CWT).





Introduction

A normal phonocardiographic (PCG) signal is mainly formed by two major acoustic
vibrations groups which appears during one cardiac cycle, namely the first (S1) and
the second (S2) heart sounds. These two sounds delimits the onset of systole and
diastole phases respectively. The systole corresponds to blood ejection from the
heart to the entire body. The diastole, which lasts more than the systole phase,
is the relaxation period of the heart during a cardiac cycle. There are two other
heart sounds known as the third (S3) and the fourth (S4) heart sounds, which are
not usually recorded unless under specific physiological conditions or within a well
known cardiovascular pathologies.

The heart is formed by two major parts known as the right and the left hearts.
Each part is constituted by an atrium and a ventricle communicating between them
by means of an atrioventricular valve, mitral and tricuspid valves for the right and
left sides of the heart respectively. Aortic and pulmonary valves, also known as
semilunar valves, ensures blood flow circulation from and towards the heart. During
the cardiac cycle which lasts approximately about 0.7 s in normal subjects, blood
circulates within heart cavities and vessels according to opening and closure of the
four cardiac valves which generates S1, S2, S3, and S4 heart sounds during the
cardiac cycle. The main heart sounds, namely S1 and S2, are generated by alter-
native opening and closure of atrioventricular and semilunar valves. The S1 and S2
heart sounds are mainly formed by closure of atrioventricular and semilunar valves,
respectively. These slightly simultaneous events generate acoustic components de-
noted M1 and T1, as mitral and tricuspid valvular closures forming the S1 heart
sound, as well as A2 and P2 components, corresponding to aortic and pulmonary
valvular closures forming the S2 heart sound, respectively. The atrioventricular and
semilunar valves open and close alternatively during the cardiac cycle. However,
cardiovascular pathologies alter this synchronised functioning and yield murmurs
within phonocardiographic recordings.

The human heart activity is basically articulated around its two functioning
modes; namely contraction (systole) and relaxation (diastole) cardiac periods. Thus,
the boundaries of each cardiac period are marked by alternative functioning of heart
valves. Therefore, blood flow circulation in addition to heart valves closures and
openings generate heart sounds. Any deterioration of the cardiac valves should af-
fect the nature of the generated sounds by adding stenotic, regurgitant and musical
murmurs. Hence, heart sounds and murmurs constituting the Phonocardiogram
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(PCG) signal are in correlation with intracardiac hemodynamics. However, these
sonic vibrations are also affected by the heart–thorax system[4]. Moreover, the
human ear cannot accurately perceive the temporal and spectral characteristics of
the heart sounds and murmurs, because of their very short durations and their low
frequency activity aspect. Additionally, the PCG signal should restrain both modu-
lation laws caused by blood turbulences into the myocardium and also split sounds
components.

Heart sounds are of great clinical importance, but remain confusing physicians
about their origins. Certainly, the more persuading theory is that proposed by
Durand et al.[5], which gathered both the valvular and the cardiohemic theories.
This theory consists of linking heart sounds with vibrations due to cardiac valvular
activity as well as blood circulation within heart vessels and cavities. This new the-
ory stipulates that before arriving to the thorax, heart sounds had crossed different
tissues; therefore, they should be affected by the contribution of the overall heart–
thorax system. This concept highlights the relationship between cardiac structures
and their vibrations modes to the resulting thoracic Phonocardiogram (PCG). As
concluded by Durand et al. [6], the heart–thorax system affects intracardiac heart
sounds to be attenuated within the thoracic PCG. Transmitted through thoracic
tissues, the rising frequency component of the S1 heart sound should be affected by
magnitude attenuation or phase cancellation. All these debating results are comple-
mentary rather than contradictory, since the recorded PCG changes according to
the auscultation area which favours valvular or non–valvular intracardiac activity.

Fourier theory provides a frequency overview of a signal through power spec-
tral density (PSD) which can be estimated as a periodogram or even more as an
averaged periodogram known as Welch’s estimator [7, 8]. Only a frequency depen-
dent energy representation can be provided through Fourier–based PSD estimation
methods. However, Gabor transform and its obvious extension which is the short–
time Fourier transform (STFT) enables a time–related frequency analysis. This can
be achieved by segmenting a given signal into elementary portions to be analysed
by the discrete Fourier transform (DFT). Each spectrum is assigned to the middle
instant of the weighting window to create a time dimension within the STFT rep-
resentation. The main restraint facing the STFT to represent signals is its poor
joint time–frequency localisation within the time–frequency plane. Time–frequency
analysis methods are then the bright solution to this well known digital signal pro-
cessing issue towards representing transients within biomedical signals. Moreover,
wavelet transform, which is based on a scale parameter rather than frequency, can
prominently outstand in appropriatly representing the complex content of phono-
cardiographic signals and outperform spectral methods.

The first heart sound (S1) contains both valvular halting snaps of the mitral
and tricuspid heart valves and also blood flow circulation within cavities of the
myocardium. This sound which indicates the beginning of the ventricular systole
phase is mainly due to the closure of atrioventricular valves. It was shown by Wood
et al. [9] that the S1 heart sound when recorded from the epicardium contains a
rapidly rising frequency component during early systole, which was correlated with
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the rising left ventricle pressure. Moreover, the first heart sound S1 could favour
impulse–like components. The second heart sound (S2) appears at the beginning of
the ventricular diastole, and can reach 200 Hz for normal subjects. For a normal
subject, the third (S3) and the fourth (S4) heart sounds cannot be recorded because
of their low intensity[5]. These heart sounds are of great clinical importance, for
instance, the S3 heart sound can be an indicator of heart failure in patients with
asymptomatic left ventricular dysfunction.

In a previous work, a temporal analysis of heart sounds and murmurs allows
us to separate systole and diastole phases within a cardiac cycle [10]. Liang et
al. [11] proposed an algorithm based on the normalised average Shannon energy of
the PCG signal to detect systolic and diastolic heart sounds and murmurs. Spec-
tral analysis methods can be combined with such time domain analysis to assess
the valvular pathology severity. Clarke et al. [12] studied the spectral content of
the first heart sound and concluded that its spectral energy can be used to detect
myocardial ischemia. Stein et al. [13] found that the aortic component of the sec-
ond heart sound can be investigated as a characterisation parameter of the aortic
valve status. They reported that a stiffened valve generates a higher than normal
frequency of the A2 component. Therefore, both temporal and spectral approaches
should be combined to study the physiological information within heart sounds and
murmurs. Thus, these short–duration acoustic waveforms which occur within differ-
ent frequency subbands inside the PCG power spectrum can be adequately analysed
by means of time–frequency analysis as well as time–scale analysis methods.

Several works studied successfully abnormal valves activity by localising and
analysing murmurs they generate. Choi et al. [14] used the wavelet packets de-
composition to study the aortic and mitral insufficiency murmurs. They concluded
that S1 and S2 heart sounds lies up to 200 Hz and that frequencies between 300 and
500 Hz can be used as a discriminating bandwidth between the cardiac pathological
PCG signals. Al–Naami et al. [15] used the norm entropy–based criterion within
wavelet packets applied to PCG signals to early detect aortic stenosis (AS). Liang et
al. [16] used wavelet packets to define feature vectors which served as input of a
neural network to detect pathological murmurs at 85% as accuracy ratio.

The objective of the work presented within this thesis is to develop appropri-
ate analysis tools that properly retrieve intracardiac functioning information from
phonocardiographic signals within the time–frequency plane. The theoretical back-
ground of time–frequency analysis methods is to be studied to properly select a
method that matches the content of heart sounds and murmurs. The main issues
to overcome during analysis of phonocardiographic signals are amplitude attenua-
tion and phase cancellation when recorded from the chest of the patient. Therefore,
phonocardiographic dedicated processing algorithms are to be developed to over-
come amplitude attenuation and phase cancellation.

This thesis is partitioned into three chapter. The first one, entitled “Heart sounds
and murmurs”, presents the various behaviours of phonocardiographic signals by
linking their content with the corresponding hemodynamics behind their genesis.
The second chapter, entitled “Time–frequency analysis methods”, gathers the re-
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quired theory of time–frequency analysis methods and presents their ability to rep-
resent particular waveforms to highlight their benefits and drawbacks. The third
chapter, entitled “Time–frequency analysis of phonocardiograms”, adapts the stud-
ied time–frequency methods to heart sounds and murmurs to explore their hemody-
namic content. An appendix presents the graphical user interfaces of some developed
software, and clinical information of some pathological cases studied in ChapterIII.



Chapter I

Heart sounds and murmurs

The heart beats continuously during the entire human life to ensure blood circulation
through the whole body of a human being. This vital organ, which is the blood
pump within the cardiovascular system, is the acoustic source of heart sounds and
murmurs. The auscultation of the cardiac activity remains a basic examination of the
heart and can be performed by means of a stethoscope1 usually used by physicians to
assess the cardiac condition of a patient. Digital stethoscopes had been introduced
as improved heart auscultation devices allowing a better exploration of the cardiac
activity.

Sounds perceived during auscultation can be represented as a graph which is
known as Phonocardiogram (PCG). Phonocardiography is suitable for detecting
valve disease, pulmonary hypertension, ventricular dysfunction, coronary artery dis-
ease, and cardiomyopathies [5]. However, at the beginning of the 1970’s, phono-
cardiography known toughness to evolve among medical diagnosis techniques and
therefore undergone slower development for several reasons. The PCG signal, which
is the acoustic recording of heart sounds and murmurs, is not easily readable by
medical staff than other physiological signals are, as for instance the Electrocardio-
gram (ECG). The transient nature of the PCG signal deprived it from pioneering
medical signals aimed for cardiac exploration. Moreover, controversy stills blurring
the origin of heart sounds and murmurs. The thorax is contributing in bringing up
more ambiguity around the genesis of heart sounds and murmurs. Indeed, heart
sounds and murmurs, going across the tissues between the heart and the thorax,
are transmuted by the filtering effect of the heart–thorax system [18, 5]. Further-
more, recording heart sounds and murmurs from various thoracic sites complicates
the analysis and comparison of the acquired PCG signals. In addition, furtherance
of ultrasound imaging extinguished heart auscultation and phonocardiography as
emerging medical technique.

When computers’s dawn broke, a new era loomed up yielding digital phonocardio-
graphy. Indeed, data acquisition gave a new perception of heart sounds and murmurs

1Acoustic medical device allowing to listen to the sounds of the heart, blood vessels, and
lungs [17]. It can also be used with a sphygmomanometer to measure blood pressure.
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as digital phonocardiogram signal which can be stored within a computer. Moreover,
the advent of digital signal processing techniques enable digital phonocardiography
to benefit from new processing methods. Resonant features of heart valves as well as
blood flow turbulence within heart cavities can be digitally quantified. Therefore,
digital phonocardiography became a reliable tool for detecting valvular patholo-
gies as well as preventing valvular prosthesis dysfunction. Thus, several researchers
watched over analysis of heart sounds and murmurs by advanced digital signal pro-
cessing methods. Hence, the PCG signal can provide a valuable medical diagnosis
towards exploration of the cardiac activity. Myriad scientific research papers were
published around the genesis of heart sounds and murmurs. Consequently, several
theories occurred explaining the origin of each vibration recorded within the PCG
signal for both normal and abnormal subjects.

The present chapter introduces heart sounds and murmurs with a detailed study
about their genesis and nature and is organised as follows. Section I.1 entitled
“Anatomy of the heart” presents the Internal anatomy of the human heart. In
section I.2 entitled “Intracardiac hemodynamics”, the intracardiac hemodynamics
are studied. Section I.3 entitled “Heart auscultation” deals with auscultation of the
intracardiac activity. In section I.4 entitled “Genesis theories of heart sounds”, basic
theories of heart sounds and murmurs generation are presented. Finally, section I.5
entitled “Sounds of intracardiac vibrations”, presents phonocardiogram signals of
normal and abnormal heart sounds.

I.1 Anatomy of the heart

The heart is located at the superior surface of the diaphragm. It is formed by
four chambers as an atrium–ventricle pair which are arranged side by side to form
the right and left hearts. The atria allow collecting blood and the ventricles allow
ejecting this blood away from the heart. The heart is a muscular pump which
ensures two main functions. The first one, which is accomplished by the right heart,
is to pump deoxygenated blood coming from the body tissues toward the lungs to
evacuate carbon dioxide and to be reloaded by oxygen. The second function, which
is ensured by the left heart, is to be filled up by oxygenated blood coming from the
lungs and to pump it to the overall body tissues to provide oxygen, the blood is
then reloaded by carbon dioxide.

During the cardiac cycle, these cavities communicate between them through atri-
oventricular valves; mitral and tricuspid valves. These valves allow blood flow cir-
culation between the atrium and ventricle of the left and right hearts, respectively.

The superior and inferior venae cavae gather deoxygenated blood from the upper
and lower parts of the body, respectively. Thus, the whole deoxygenated blood is
collected within the right ventricle which pump it out from the heart through the
pulmonary trunk2. The blood is then oxygenated and returns from the right and left

2Trunk when referring to a vessel is an artery that bifurcates. The pulmonary trunk bifurcates
into the right and left pulmonary arteries that enter the lungs [19].
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Figure I.1: The heart within the thorax [19]
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Figure I.2: Anterior view of the heart [19]

lungs through the right and left pulmonary veins3, respectively. Assembled within
the left atrium, the oxygenated blood is carried to the left ventricle to be pumped
to body tissues through the aortic artery.

There are two distinct circuits allowing blood circulation through the entire body,
namely the pulmonary and systemic circuits, as illustrated in Figure I.4. The pul-

3A vein is vessel carrying blood toward the heart. The right and left pulmonary veins bifurcates
to form four veins entering the heart through the left atrium [19].
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Figure I.4: Circulation. Source: [20]

monary circuit relies on the right heart, pulmonary artery, and veins to allow blood
circulation from and toward the lungs. The systemic circuit is centred around circu-
latory functions of the aortic artery, venae cavae, and left heart which allows blood
to be pumped to and from the entire body tissues. Blood flows unidirectionally
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within the heart by means of intracardiac valves. Thus, atria are filled up by the
incoming blood and eject it through atrioventricular4 (AV) valves to ventricles which
pump it away from the heart [19].

I.1.1 Right atrium

As illustrated in Figure I.5, the right atrium is connected to the superior and inferior
venae cavae as well as the coronary sinus. The right atrium contains the fossa ovalis,
sinoatrial node, and atrioventricular (AV) node. The inferior part of the right atrium
contains the opening or ostinum of the Inferior vena cava, and the os or ostinum
of the coronary sinus. The coronary sinus which receives the deoxygenated blood
is at the inferior part of the heart. The Eustachian5 and Thebesian6 valves are
venous valves and are located on the inferior border ridge of the atrium separating
the os of the coronary sinus and inferior vena cava. The fossa ovalis is located on
the interatrial part of the atrial septum. The tendon of Torado ensure connection
between the valve of the inferior vena cava and the interventricular septum. The
sinoatrial node is the electric impulse contraction generator of atria. This electric
excitation node, which provides regular impulses allowing contraction of atria, is
located between the myocardium and epicardium in the superior part of the right
atrium.
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Crista terminalis

Smooth
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Valve of the coronary sinus
(Thebesian)

Valve of the IVC
(Eustachian)

Inferior vena cava

Tendon of Todaro

Fossa ovalis

Opening
of coronary sinus

Superior vena cava
SA node

Figure I.5: Right atrium [19]

4Valves separating atria from ventricles within the left and right heart, namely the tricuspid and
bicuspid (mitral) valves.

5A fetal remnant located at the orifice of the inferior vena cava, Bartolommeo E. Eustachio,
Italian anatomist, 1520–1574 [19].

6Valve of the coronary sinus, serves to obviate blood backflow, Adam C. Thebesius, German
physician, 1686–1732 [19].
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I.1.2 Right ventricle

The right ventricle (Figure I.6) is located at the anterior surface of the heart. The
role of the right ventricle is to collect blood from the right atrium then to pump it
to lungs through the pulmonary trunk and arteries. The wall of the right ventricle
is formed by coarse trabeculae carnae7. The conus arteriosus8 is a part of the
infundibular septum9 which separates the right and left ventricles and is located
inferior to the semilunar valves. The semicircular arch10 separates the blood ejection
tract from the right atrium [19].
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Figure I.6: Right ventricle [19]

Tricuspid valve

The tricuspid11 valve (Figure I.7) is the gate separating the right atrium from the
right ventricle. This atrioventricular valve is strengthened by the annulus fibrosus
of the cardiac skeleton to avoid blood regurgitation. This valve is formed by the
annulus, three valvular leaflets, three papillary muscles, and three bundles of chor-
dae tendinae. The tricuspid valve have three leaflets: anterior(superior), posterior
(inferior), and septal. The anterior leaflet, which is the largest one, is delimited
between the medial border of the ventricular septum and the anterior wall of the
myocardium. The posterior leaflet is located between the lateral free wall of the
myocardium and the posterior part of the ventricular septum. The septal leaflet

7muscular columns or fleshy beams at the inner surface of the right and left ventricles, analogous
to pectinate muscle of the right atrium.

8or infundibulum (arterial cone): a funnel–shaped tract responsible of blood ejection within the
right ventricle.

9interventricular conal septum
10muscle bundles known as supraventricular crest and septomarginal trabeculae.
11named tricuspid for its three cusps.
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is oval–shaped and is delimited by the annulus of the orifice and the medial side
of the interventricular septum. Papillary muscles pull chordae tendinae which are
fixed to leaflets to get securely ready to the huge ventricular contraction. Indeed,
this configuration avoids prolapse12 of the leaflets within the atrium [19].

The total area of the tricuspid valve leaflets is approximately twice that of the
tricuspid orifice to provide adequate closure preventing blood backflow to the right
atrium during ventricular systole. The junction between two adjacent leaflets is
called a commissure which is named by its respective leaflets (anteroseptal, antero-
posterior, and posteroseptal). Chordae tendinae are present upon each commissure
as a smooth arc to ensures a firm valvular closure [19].

(b)(a)

aortic semilunar

pulmonary semilunar
tricuspid

bicuspid

Figure I.7: Intracardiac valves: (a) systole and (b) diastole [19]

Pulmonary valve

After ventricular systole, the pulmonary semilunar valve (Figure I.7) closes to avoid
blood backflow from the pulmonary trunk and arteries to the right ventricle. This
valve is formed by three symmetric, semilunar–shaped cusps attached to an annulus
which is fixed to both the right ventricular infundibulum and the pulmonary trunk.
Cusps of the pulmonary semilunar valve are named according to their position:
anterior, left (septal), and right.

I.1.3 Left atrium

The oxygenated blood coming from the lungs is collected within the left atrium
through the left and right pulmonary veins. The left atrium is located between the
right atrium and left ventricle in a midline position. The walls of the left atrium

12displacement of an organ from its normal position.
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are smooth due to their embryological origin whereas the walls of atrial appendage
are pectinate. The left atrium go back to the fetal pulmonary vein as a link to the
embryonic pulmonary venous plexus. The atrial septum of the left atrium go back
to the embryonic septum primum. The valve of the foramen ovale is a sealed valve
flap as an embryonic remnant structure [19].

I.1.4 Left ventricle

The left ventricle (Figure I.8), is responsible for collecting the oxygenated blood from
the left atrium and pumping it toward tissues of the body. The left ventricle is at
the left lateral surface of the heart, and its walls are formed by abundant trabeculae
carnae which their muscular ridges are thinner beside those of the right ventricle.
However, the myocardium of the left ventricle is thicker in comparison to that of the
right ventricle. The interventricular septum is curved toward the right ventricle so
that the left ventricle is barrel–shaped.

Pulmonary
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Posterior papillary muscle
Trabeculae camae

Chordae
tendinae

Anterior
papillary muscle

Figure I.8: Left ventricle [19]

Mitral valve

The oxygenated blood is pumped from the left atrium to the left ventricle through
the left atrioventricular orifice. During ventricular systole, blood is prevented to
flow back to the left atrium thanks to closure of the mitral13 valve (Figure I.7 &
Figure I.9) also known as mitral14 valve. This atrioventricular valve is formed by an
annulus, two leaflets, two papillary muscles and two sets of chordae tendinae. The
posterior leaflet is narrow than the anterior which is trapezoidal–shaped. Papillary
muscles with chordae tendinae ensure fixing the leaflets to prevent them prolapsing
within the left atrium. Similarly to the right atrioventricular valve, the leaflets of the
bicuspid valve are of a surface greater than that of the left atrioventricular orifice.

13 also known as bicuspid valve, formed by two cusps.
14also named mitral valve for its resemblance to a miter which is a tall pointed hat (Figure I.9).
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Mitral cusps are of abundant surface area which ensure firm closure during ventricle
systole without any prolapsing. The two cusps of the mitral valve are joined at the
anterolateral and the posteromedial commissures as a fibrous ridge.

Mitral valve

Figure I.9: Bicuspid valve [19]

Aortic valve

During ventricular systole, the oxygenated blood is pumped from the left ventricle to
the tissues of the body through the aortic artery. During diastole, the aortic semilu-
nar valve (Figure I.7) prevents blood to flow back to the left ventricle. Similarly
to the pulmonary semilunar valve, the aortic valve is formed by three symmetric
semilunar–shaped cusps which are attached to the fibrous skeleton at the root of
the aorta. These cusps are named with respect to their spatial position to the body:
left and right both in front of the pulmonary valve, and posterior [19].

I.2 Intracardiac hemodynamics

Intracardiac hemodynamics allows the study of the cardiac activity according to
variations in intracardiac pressures and blood flow through the valves. It thus al-
lows to understand the timing and genesis of normal and abnormal heart sounds
during contraction and relaxation phases of the cardiac cycle also known as systole
and diastole phases respectively. Systole and diastole are ejection and relaxation
phenomena occurring within heart cavities during the cardiac cycle. During the
systolic phase, the heart ejects blood from the ventricles into the pulmonary artery
and the aorta. The diastole is a relaxation phase allowing ventricles to fill up from
the venous return in the atria. The basic description of the mechanical events given
below about the left heart dynamics can also be applied to the right heart, taking
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into consideration the lower pressures of the the right ventricle and the pulmonary
artery.

In the following, the cardiac cycle is defined between two successive P waves of the
electrocardiogram (ECG). The cardiac cycle can be subdivided into two main phases,
namely systole and diastole phases. The systole consists of ventricular contraction
and ejection, and the diastole of ventricular relaxation and filling. The cardiac
cycle can also be divided into seven elementary phases: atrial systole, isovolumetric
contraction, rapid ejection, reduced ejection, isovolumetric relaxation, rapid filling,
and reduced filling, as depicted in Figure I.10. This partition is achieved according
to the evolution of intracardiac chambers pressure as functions of time. Events in
the right heart (right atrium and ventricle and pulmonary artery) are qualitatively
similar to those of the left heart. The timing is similar but the pressures within the
chambers of the right side of the heart are lower than those of the left side [21].

I.2.1 Atrial systole

AV valves open, aortic and pulmonic valves closed

The atrium contraction corresponds to the P wave of the ECG which represents
electrical depolarization of atria. This contraction increases the pressure and conse-
quently ejects the blood from atria to ventricles passing through the open AV valves.
The atrial contraction allows up to 10% of the left ventricular filling at rest, and up to
40% at high heart rates. After atrial contraction, the pressure within atria decreases
to effect a gradient reversal through the AV valves. Ventricular volumes reaches their
maximum values (end–diastole volume, EDV). The left ventricular end–diastolic vol-
ume (typically about 120 mL) is associated with end–diastolic pressures of 8 to 12
mmHg. The right ventricular end–diastolic pressure typically ranges from 3 to 6
mmHg. A fourth heart sound (S4) is sometimes audible owing to vibration of the
ventricular wall during atrial contraction. This sound is normal in older individuals.

I.2.2 Isovolumetric contraction

Early systole: All valves closed

This phase is the onset of the ventricular systole and coincides with the QRS com-
plex of the ECG at ventricular depolarization. Consequently, the intraventricular
pressure increases above atrial pressure allowing AV valves closure. These valvular
events combined with blood flow within intracardiac chambers contribute in gener-
ating the first heart sound (S1), which is ordinarily split of 40 ms and is formed
by the mitral and the tricuspid valves closures. The intraventricular pressure rises
rapidly without any ejection of blood into the aorta or pulmonary artery. The intra-
ventricular volume remains constant during this phase which is consequently named
isovolumetric contraction.
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Figure I.10: Cardiac cycle phases: (1) atrial systole, (2) isovolumetric contraction,
(3) rapid ejection, (4) reduced ejection, (5) isovolumetric relaxation, (6) rapid
filling, and (7) reduced filling, LV: left ventricle, AP: aortic pressure, LVP: left

ventricular pressure, LAP: left atrial pressure, LVEDV: left ventricular
end–diastolic volume, LVESV: left ventricular end–systolic volume.
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Figure I.11: Diagram of the heart

I.2.3 Rapid ejection

First phase of the mid systole: A and P valves open, AV valves remain closed

As the intraventricular pressure exceeds the aorta and pulmonary artery, semilu-
nar valves open and consequently the blood is ejected out of ventricles. After ven-
tricular contraction and ejection of blood, the intraventricular pressure decreases.
No sounds are generated during this ejection through a healthy valve which is silent
during its opening. Therefore, a sound recorded during blood ejection is an indicator
of a valvular pathology and is known as a murmur.

I.2.4 Reduced ejection

Second phase of the mid systole: A and P valves open, AV valves remain closed

The ventricular repolarisation, corresponding to the T wave in the ECG and
which occurs approximately 150 to 200 ms after the QRS complex, provides a mus-
cular relaxation which causes a slower ejection. The ventricular pressure decreases
slightly below the outflow tract pressure. The outward flow persists owing to the
inertial blood energy which continue pitching blood into the aorta and pulmonary
artery. The atrial pressure rises again owing to the continuing venous blood inflow.

I.2.5 Isovolumetric relaxation

Early diastole: All valves closed
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The intraventricular pressure decreases allowing ventricles to relax. A pressure
reversal occurs when this pressure is less than the outflow tracts pressure and causes
closure of the aortic and the pulmonary valves (aortic before pulmonary). A second
heart sound (S2) is generated and is ordinarily split.

I.2.6 Rapid filling

Mid diastole: AV valves open, A and P valves closed

Ventricular pressure decreases below the atrial pressure. Therefore, atrioventricu-
lar (AV) valves open allowing ventricles to be filled up. This opening combined with
the rising atrial pressure provide a passive and rapid filling of ventricles. The ac-
tive relaxation of ventricles during isovolumetric relaxation provide a rapid pressure
ventricular fall in comparison to the atrial pressure, which causes diastolic suction
initiating the ventricular filling. Healthy AV valves are silent during the filling phase.
However, the presence of a third heart sound (S3) is normal in children but is usually
considered as a pathological indicator of ventricular dilation. This sound represents
tensing of the supporting tissue of valve leaflets formed by the chordae tendineae
and the AV ring.

I.2.7 Reduced filling

Diastatis: AV valves open, A and P valves closed

The reduced filling phase corresponds to the end of the ventricular filling which
makes ventricles stiffer as they continue to be filled up. The pressure gradient15

through the AV valves fall owing to the rising of intraventricular pressure. Therefore,
the ventricular filling is reduced despite the slight increase of atrial pressure owing
to the venous blood flow.

I.3 Heart auscultation

Perception of heart sounds is influenced by their production and transmission as
well as the capability of the human auditive sensory system in recognising correct
amplitude and frequency of each sound. The human ear is not equally responsive
to sound in all frequency ranges, and has relative perception about loudness and
softness of a sound. Two sounds with the same intensity at different frequencies are
perceived differently. The human ear has an optimal sensitivity range between 1
and 5 kHz. This frequency range is perceived louder than an equally intense but
lower frequency sound (e.g., 200 Hz) because of the ear’s poor sensitivity in the
lower frequency range [22].

Auditory performance of a human being is limited and requires adapted devices
to achieve better cardiac auscultation. Subsection I.3.2 present the stethoscope as

15The pressure gradient refers to the difference between the atrial and ventricular pressures
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a basic exploration device which still been used nowadays as a powerful tool in
auscultating the heart. Subsection ?? presents the digital phonocardiography as an
emerging technique to explore the heart activity.
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Figure I.12: Audibility of heart sounds and murmurs [23].

I.3.1 Auscultation areas

I.3.2 Stethoscope

In 1816, at the Necker–Enfants Malades Hospital in Paris, heart auscultation has
made great strides thanks to works of Laënnec16 who created the first stethoscope
which was a simple monaural wooden tube. Despite this primitive design, René
Laënnec brings a revolutionary tool to cardiologists in front of intracardiac explo-
ration through auscultation of heart sounds and murmurs [25].

After several models proposed to explore the cardiac activity, in 1961, David
Littmann, noted cardiologist and Harvard medical school professor, designed the
contemporary stethoscope model. As depicted in Figure I.14, this acoustic stetho-
scope is mainly formed by a chestpiece, composed of a bell, a diaphragm, a binaural
headpiece which allows distribution of the sound to each ear, the earpieces tips, and
tubing which connects all pieces together.

16René Théophile Marie Hyacinthe Laënnec (1781–1826)



I.3 Heart auscultation 23

Figure I.13: Auscultation areas (* = Erb’s point) [24].
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Figure I.14: Acoustic stethoscope according to the Littmann model [22].

The bell attenuates sounds of high frequency content. Indeed, the bell when held
against the chestwall, in positions properly located and known as auscultation areas
(Figure I.13), transmits sounds within frequency range from 20 up to 100 Hz. Sounds
between 100 to 1000 Hz are slightly attenuated. The diaphragm when applied firmly



24 Chapter I – Heart sounds and murmurs

to the chest attenuates low frequency components from 20 up to 100 Hz and favours
high–frequency sounds. Most stethoscopes are equipped with a bell and a diaphragm
tools allowing both low and high frequencies to be perceived easily.

Diaphragm
membrane

Suspended
diaphragm

Internal
ring

Flexible
surround

Diaphragm mode of the
single-sided chestpiece

Diaphragm mode of the
combination-style chestpiece

Suspended
diaphragm

Internal
ring

Flexible
surround

Bell mode of the
single-sided chestpiece

Bell mode of the
combination-style chestpiece

Figure I.15: Traditional and newer design of acoustic stethoscopes. On the left: a
traditional design with separate bell and diaphragm (combination–style

chestpiece). On the right: the 3M Littmann Master Classic stethoscope [22]

The Littmann stethoscope model has been improved by 3M17 to combine the
bell and the diaphragm tools into one single–sided chestpiece as illustrated in Fig-
ure I.15. This universal new generation binaural stethoscope allow an appropriate
auscultation of the cardiac activity in both the low and high frequency ranges.

Recording heart sounds in a quiet room can help to get an attenuated effect of
the ambient background noise. Another alternative is to ensure coupling by means
of an ultrasound gel. A practical tip to get better auscultation experience is to use a
light pressure with the bell since firm pressure will produce the effect of diaphragm.

Moreover, electronics brings supplementary improvements towards stethoscopes.
Indeed, the electronic stethoscope, also known as stethophone, improves the sound
quality by means of specific amplification and filtering. Sound sensing can be
achieved by means of a microphone placed into the chestpiece. Recent improve-
ments emerged incorporating wireless technology to ensure ambulatory function of

17American company named as Minnesota Mining and Manufacturing Company until 2002, now
know as 3M
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the auscultation device at a higher performance.

I.4 Genesis theories of heart sounds

The genesis of heart sounds and murmurs is a challenging issue which remains a
fertile research area. Indeed, this is due the ambiguous findings of several investiga-
tors during decades of scientific research. Two emerging concepts are considered as
the main theories able to yield a logical elucidation behind genesis of heart sounds
and murmurs. Indeed, the valvular and the cardiohemic theories arose to explain
this issue but with two controversy hypotheses. The multidegree of freedom theory
propounded by Durand and Guardo [18, 26] unified the two opposing concepts and
merged them into a more comprehensive and coherent theory.

I.4.1 Valvular theory

The transient vibrations produced by the sudden tension on the valve leaflets at the
opening and closure of the intracardiac valves has been considered for long time as
the main obvious origin of the sounds generated by the heart [27, 28, 29, 30, 31]. This
is advanced as the valvular theory which stipulates that heart sounds are the direct
result of the valvular cusps impact during the cardiac cycle[32, 33]. In this theory,
heart sounds are considered to be formed by high–frequency components, clearly
audible, which appears at closure of atrioventricular valves. The S1 and S2 heart
sounds are both formed by two high–frequency audible components corresponding to
halting at the end of closure of the atrioventricular (M1 then T1) and the semilunar
(A2 then P2) valves leaflets, respectively. The M1 and T1 vibrations are considered
as the main source of the first heart sound (S1). The third and fourth heart sounds,
considered as left ventricular vibrations, are generated by halting of the mitral valve
at the end of its opening. The atrioventricular pressure gradient extend the mitral
valve during early and late diastole to produce low–frequency vibrations constitung
the main energy within the S3 and S4 heart sounds [5].

I.4.2 Cardiohemic theory

Rushmer [34] introduces a theory about heart sounds genesis stipulating that the
blood fits within the overall heart structure to form a dynamically coupled system
which vibrates synchronously to generate heart sounds. According to this theory,
the blood within heart cavities and vessels is exposed to their vibrations and thereby
vibrates accordingly. This theory consider intracardiac structures and blood they
contain as an interdependent system which vibrates as one element. This theory
assigns heart sounds to blood acceleration and deceleration within cardiac cavities
and vessels and rule out any valvular vibration to form heart sounds. Thenceforth,
this finding defines the cardiohemic theory, which claims that heart sounds are the
contribution of intracardiac blood flow within heart cavities and vessels.
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The first heart sound (S1) is considered to begin with a low frequency component
appearing at the first myocardial contraction. It was realised that the intensity of
the first heart sound (S1) depends significantly on the left ventricle contraction. On
the basis of the cardiohemic theory, Luisada developed a research work [35]which
confirms the Rushmer’s theory.

Luisada studied the relation between the aortic component of the second heart
sound, aortic pressure, and flow velocity as well as aortic valve closure and attributed
heart sounds to the energy stored in the aortic wall of the myocardium. This energy
accelerates blood flow and thereby yield deceleration of the intracardiac structures
and blood they contain [36]. Luisada also reported that a change in blood volume
as a consequence of dilatation or hypertrophy of the cardiac myocardial wall can
induce modification on the first heart sound [37]. Luisada investigated the tempo-
ral occurrence of cardiac events through intracardiac pressure tracings in dogs and
frequency selective phonocardiograms of normal human subjects [38]. He find out
that large vibrations in heart sounds are due to the ejection phase.

However, Luisada recognises the valvular contribution within heart sounds [38].
Both the first and second heart sounds are formed by three vibration phases be-
ginning by a low–frequency phase, then extended by a high–frequency phase and
finished with a low–frequency phase. The first phase of the first heart sound is of
low frequency content produced by the myocardial tension. Its second phase, of
high frequency content, is produced by four valvular events, namely: mitral clo-
sure, tricuspid closure, pulmonic opening and aortic opening. The last phase, of
low frequency content, is generated by the vascular blood inflow. The first phase of
the second heart sound is of a low frequency content and is generated by vortexes
appearing before the valvular closure. The second phase is of high frequency con-
tent and is due to closure of the semilunar valves. The last phase, of low frequency
content, is produced by the opening of the atrioventricular valves. The rapid filling
of the right ventricle occurs before that of the left ventricle.

According to this theory, the first heart sound (S1) is formed by four compo-
nents. The first component begins with a low frequency component in line with the
onset of myocardial contraction owing to intracardiac pressure rising. The second
component, assumed to be of high frequency, results from the left ventricular struc-
tures’ vibrations, the contraction of the heart, and the deceleration of blood within
these cavities. The third component occurs at the opening of the aortic valve and is
due to the abrupt acceleration of blood within the aorta. The fourth component is
generated by the aorta inflow turbulence. The right heart is considered to have no
effet on producing the first heart sound. The second heart sound is considered to be
generated by the deceleration of the aorta inflow and pulmonary artery [39, 40]. The
third and fourth heart sound (S3 and S4) are assumed to be formed by abrupt de-
celeration of intraventricular blood during early and late diastolic ventricular filling
phases.
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I.4.3 Heart–thorax system

Durand et al. reviewed the advances in instrumentation and digital signal processing
techniques applied to phonocardiography [5]. They examined the results obtained
by applying spectral analysis [41, 42, 43, 44], time–frequency representations and
cardiac acoustic mapping on heart sounds to better understand their genesis and
transmission through the heart–thorax system.

Aubert et al. explored the transmission of heart sounds from the myocardium
to the surface of the thorax by means of the fast Fourier transform [45, 46]. They
compared the spectral content of heart sounds for both intracardiac and thoracic
recordings in dogs. They found that thoracic heart sounds were a filtered version of
intracardiac sounds. Moreover, thoracic heart sounds were affected by the interac-
tion of the heart with its surrounding structures to the chest wall.

Several investigators introduced a sound source near or within heart cavities
to study the sound transmission through the heart–thorax system, and confirms
the effect of this system on thoracic heart sounds [18, 26, 47, 48]. Durand et al.
introduced a system as a model of the time–varying transfer function of the heart–
thorax system in dogs [18, 26, 41]. They found that the mean acoustic attenuation
of the heart–thorax system for A2 is about 50 dB in dogs and humans, and about
60 dB in pigs [49]. The acoustic heart–thorax system has been characterised through
spectral analysis of intracardiac and thoracic phonocardiograms. The study of the of
the mitral (M1) component of the first heart sound and the aortic (A2) component
of the second heart sound in dogs allows to characterise the heart–thorax system as
a band–pass filter. On the calculated spectra between 20 and 100 Hz, the M1 and
A2 components are attenuated at 30 dB and 46 dB, respectively. Above 100 Hz, the
attenuation slope for M1 and A2 is at −12dB and −6dB per octave respectively [41].

Durand et al. [42] applied several surgical protocols to study the heart–thorax
system in dogs and pigs. They studied the neuromuscular blockade, the sternotomy
and atrioventricular pacing effects on the heart–thorax system, especially on the
mitral (M1) and the aortic (A2) components in dogs. They found that the neuro-
muscular blockade has no effect on the attenuation effect of the heart–thorax system
at the contrary to the sternotomy and the cardiac pacing. They reported attenua-
tions of 20 dB and 11dB for M1 and A2 components, respectively. This attenuation
effect disappears after a recovery of 2 weeks.

Durand et al. [43] established a surgical protocol to study the effect of changing
the heart rate and the P–R interval on the acoustic transmission of M1 and the aortic
A2 components through the heart–thorax system. This experiment, applied to seven
dogs, consists in implanting a programmable sequential atrioventricular pacemaker,
after destructing the bundle of His to create a chronic heart block. Durand et
al. found that changing the P–R interval effects a considerable alteration in the
intensity of the M1 component as well as a change in its transmission through the
heart–thorax acoustic system. The intensity and acoustic transmission of the aortic
A2 component are not affected. The M1 component is slightly affected by the heart
rate variation, whereas no change is noticed on A2. Despite the variation of either
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heart rate or P–R interval, the spectral contents of both intracardiac and thoracic
M1 and A2 did not indicate any modification.

In a complementary study on myocardial contractility, Durand et al. [44] found
that varying the cardiac inotropy18 changes considerably the intensity of M1 and A2
components with no effect on their respective spectral content. It was also noticed
that cardiac inotropy slightly affects the heart–thorax acoustic system.

I.4.4 Controversy and modern concepts

The cardiohemic theory extended the investigator’s mind to involve the myocardial
reverberations as a significant acoustic source of the heart sounds. The valvular
and cardiohemic theories are incompatible in their background hypotheses. The
cardiohemic theory excluded any valvular contribution at the time of heart sounds
generation. Indeed, the blood mass and the heart cavities are considered as the
system which generates heart sounds. The valvular theory reduces the genesis of
heart sounds to the coaptation of the four heart valves during the cardiac cycle.
Several researchers investigated the origin of heart sounds with controversy finding
which result in a necessary unified concept to explain the genesis of heart sounds [50,
51, 52, 53]. One of the modern investigations of heart genesis which takes into
account both the cardiohemic and the valvular concepts was proposed by Ronan [54,
55]. Ronan begins his study by considering the M1 and T1 oscillations within the
first heart sounds as an obvious result of the closure of mitral and tricuspid valves,
respectively. In a cardiohemic viewpoint, he considers the myocardium, the valves
and blood mass as an entire system since they are fitting the one to the other during
the cardiac cycle. As a combination of the cardiohemic and the valvular theories, he
considers the second heart sound to be formed by the closure of aortic and pulmonary
valves, however, the resulting A2 and P2 acoustic components are assumed to be
produced by rapid vibrations of the valves leaflets rather than their coaptation. The
third and fourth heart sounds are considered to be ventricular sounds due to blood
mass deceleration which effects myocardial reverberations. The third heart sound is
assumed to be generated by the sudden vibration of the ventricular wall at the onset
of ventricular diastole. Similarly, the fourth heart sound is due to atrial contraction.

I.4.5 Multidegree of freedom theory

The previous sections obviously highlights that leaflets of intracardiac valves vi-
brates at their resonant frequencies within the blood. This is incompatible with
cardiohemic theory that stipulates that the incompressibility of the blood is the
main reason behind heart sounds genesis with no valvular contribution. Durand et
al. [49] studied the acoustic transmission system of intracardiac blood, and found
that it is negligible below 20Hz and rises above 60Hz up to 20dB. Therefore, the
cardiohemic system is valid only for low–frequency components (below 60Hz) of
heart sounds. Indeed, a complementary concept should be theorised to explain the

18by using injections or infusions of cardiotonic drugs: Dobutamine, Betalol and Quinidine
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high–frequency content (above 60Hz) of heart sounds. Durand and Guardo [18, 26]
propounded the multidegree of freedon theory which considers the heart as a system
which transform the biochemical energy of the blood into mechanical and acoustical
energy and heat. This theory merged both valvular and cardiohemic concepts. This
theory stipulates that the heart is a multidegree of freedom viscoelastic system as-
sumed to generate heart sounds as a result of vibrations of its internal structures as
well as turbulence of the blood mass. Therefore, the produced heart sounds should
be multicomponent signal rather than monocomponent as advanced previously by
the cardiohemic theory. Indeed, the heart sounds are assumed to be the direct result
of pressure fluctuations around the valves leaflets, cordae tendinae, and myocardium
as well as turbulences in the intracardiac blood mass. Thus, the phonocardiogram
is formed by vibrations of intracardiac structures which are of different resonance
modes. Moreover, the intensity and spectral content of the thoracic phonocardio-
gram depends on the heart–thorax acoustic system. The electrocardiogram (ECG)
signal, considered as a triggering signal, modulates vibrations of the heart–thorax
acoustic system.

The multidegree of freedom theory can be summarised as follows. Any vibrations
below 60Hz is due to the intracardiac structures motions as a whole owing to the
incompressibility of blood mass. Above 60Hz, the intracardiac structures (valve
leaflets, cordae tendinae, etc.) can vibrate according to their own resonance modes.

The proposed transfer function comprises 3 modules, namely; the myocardial,
respiratory, and chest–wall systems organised successively from the myocardium to
the chest wall [5].

Myocardial system

The myocardial system is responsible for producing fluctuations of intracardiac
structures tensions and blood turbulences. The myocardium, with its spatially
distributed sources, change rapidly and therefore should be represented by a fast
time–varying impulse response. Vibrations of intracardiac structures produce heart
sounds, which are deterministic signals, as an input of the heart–thorax system.
These sounds are transient signals. Valve leaflets and blood masses are considered
as inputs which generate transient components M1, T1, A2, P2 and musical mur-
murs. Stenosis and regurgitant murmurs are random signals produced by blood mass
turbulences through abnormal valves. The location of the generated vortexes within
the myocardium depends on the cardiac abnormality. Another possible nature of
signals is harmonic vibrations known as musical murmurs which are generated under
pathological conditions.

Respiratory system

The second module, the respiratory system, represents the effect of the lungs on heart
sounds which affects heart sounds and murmurs timing according the respiration
cycle. The respiratory system can also affect the acoustic transmission of heart
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sounds and murmurs through the heart–thorax system. The respiratory system
is represented by a slow time–varying impulse response owing to its slow effect in
comparison to the timing of intracardiac events.

Chest–wall system

The last module, the chest–wall system which is formed by thoracic tissues and
bones, is the more passive module. This system has an attenuation effect modulated
by the respiratory system, but is considered as time–invariant system owing to the
short durations of heart sounds and murmurs.

I.5 Sounds of intracardiac vibrations

In this section, electronic resources [24, 1] of cardiac auscultation tutorials designed
of auscultation training purposes are used to study the various cardiac disorders
through their phonocardiographic recordings.

I.5.1 Timing of heart sounds

The heart, during its continuous cyclic beating, generates sounds recorded as phono-
cardiogram (PCG) signal. The phonocardiogram of a healthy subject can record up
to four sounds, which are not all audible (Figure I.12). A normal phonocardiogram
is usually formed by S1 and S2 sounds during a cardiac cycle as depicted in Fig-
ure I.16. These sounds appears at the onset of the systole and the diastole phases
respectively.

The sinusal node is closer to the tricuspid valve in comparison to the mitral valve.
Consequently, the right atrial contraction leads up to the left one. Therefore, the
left and right hearts are not synchronised, as are their generated sounds.

Interestingly, the contraction of the left ventricle begins and finishes before that
of the right ventricle. These electromechanical events generate sounds appearing at
different moments of time during the cardiac cycle. This timing is of great impor-
tance in diagnosis assessment.

First heart sound S1

Origins of S1 The first heart sound is generated by intracardiac events associated
with closure of the mitral and the tricuspid valves, termed M1 and T1 respectively,
as well as the blood mass flow through the stretched leaflets of these atrioventricular
valves during closure (section I.4). During the isovolumetric ventricular contraction,
the flexible curtains of the atrioventricular valves ensure impact of the leaflets and
move toward the atrium. The papillary muscle and cordae tendinae suddenly block
this blood mass at the elastic limit of the valvular leaflets and produces a shock wave
perceived louder at the apex. At the onset of the systole, the left ventricle contracts
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Figure I.16: Temporal relationship between the Electrocardiogram (ECG), the
Phonocardiogram (PCG) and left atrial, left ventricular, and aortic pressures.

From [18], reprinted with permission from IEEE, (© 1982 IEEE).

which rises its intern pressure to exceed the left atrial pressure. This event shut
the mitral valve to produce the first heart sound S1. The left ventricular pressure
increases to above the pressure within the aorta which allow the opening of the
aortic valve.

Normal S1 heart sound The T1 component is softer than M1, and can be best
heard at the left lower sternal border of the chest. The M1 component is the main
component of S1 since intracardiac pressure within the left ventricle is much higher
than that of the right ventricle where T1 is produced. Under normal conditions, the
first heart sound S1 is louder than S2 when auscultated at the apex. The intensity
of S1 is influenced by intraventricular pressure, structure of the valve leaflets as well
as their position at the beginning of the systole. The intensity of S1 sound can be
louder than S2 at the cardiac base. For instance, under increased contractility and
myocardial tension in hyperkinetic states which can occur in anemia, pregnancy,
anxiety, hyperthyroidism, and fever. Or under mitral valve leaflet thickening and
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Figure I.17: One cycle PCG signal recorded at the (a) apex and (b) base of the
heart. First heart sounds S1 in (c) and (d) and second heart sounds S2 in (e) and
(f) correspond to PCG signals in (a) and (b), respectively. The S2 in (f) is louder

at the base in comparison to that recorded at the apex in (e) [1]

scarring despite a certain valve mobility. This conditions are related to mitral steno-
sis. The S1 sound can be of reduced intensity when S2 is louder at the cardiac apex,
for instance; in congestive heart failure owing to the insufficient ventricular contrac-
tility and the reduced intracardiac tension, or in severe mitral stenosis owing to an
immobile mitral valve.

The intensity of S1 can change from cycle to cycle owing to variability of the
atrioventricular valves position. This variability can occur in atrial fibrillation, third
degree heart block, and patients with ventricular demand pacemakers. Therefore,
atrioventricular valves at the onset of the systole can be partially shut or completely
open, since the atrial and ventricular contraction are not synchronised.

Splitting of S1 is uncommon in normal subjects owing to the low intensity sound
of the tricuspid valve closure in comparison to that of the mitral valve. Splitting
of S1 into two components (mitral and tricuspid) of approximately 30 ms, can be
localised at the tricuspid auscultation area (lower left sternal border) to favour the
tricuspid valve closure to be well heard. A split sound, which can be heard at the
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cardiac apex, usually formed by an atrial sound (S4) plus mitral valve closure sound,
or a mitral valve closure plus an ejection sound, should not be confused with a split
S1 sound. A wide splitting of S1 can occur in pathological cases owing to a delayed
tricuspid valve closure, for instance in right bundle branch block (RBBB).

Luisada et al. studied the duration of heart sounds in 185 normal subjects [39].
The results they obtained are depicted in Table I.1. The duration of S1 is around
100 ms [39, 56].

age (years)
S1 S2

Max Min Max Min
11–20 160 120 120 80
21–40 220 90 180 40
41–60 220 70 160 50

(b)

age (years)
S1 S2

Max Min Max Min
11–20 160 110 120 80
21–40 220 100 160 80
41–60 200 90 140 60

(b)

Auscultation area S1 S2 S3
Apex 146 104 59
Aortic 140 97 42

(c)

Table I.1: Extreme durations, in milliseconds, of S1 and S2 recorded from the
(a) apex and the (b) aortic area, and (c) average durations of S1, S2, and S3 for

the overall age groups

Split S1 heart sound Splitting of S1 is uncommon in normal subjects owing
to the low intensity sound of the tricuspid valve closure in comparison to that of
the mitral valve. Splitting of S1 into two components (mitral and tricuspid) of
approximately 30 ms, can be localised at the tricuspid auscultation area (lower left
sternal border) to favour the tricuspid valve closure to be well heard. A split sound,
which can be heard at the cardiac apex, usually formed by an atrial sound (S4) plus
and mitral valve closure sound, or a mitral valve closure plus an ejection sound,
should not be confused with a split S1 sound. A wide splitting of S1 can occur in
pathological cases owing to a delayed tricuspid valve closure, for instance in right
bundle branch block (RBBB).

Deceleration of the intracardiac blood mass contributes in generating the heart
sound which the intensity is correlated with the created pressure momentum. The
first sound S1 is mainly formed by blood mass flow through the stretched leaflets of
both mitral and tricuspid valves during closure (section I.4). During the isovolumet-
ric ventricular contraction, flexible curtains of atrioventricular valves ensure impact
of the leaflets and move toward the atrium. The papillary muscle and cordae tendi-
nae suddenly block this blood mass at the elastic limit of the valvular leaflets. This
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event produces a shock wave at the apex which is the best auscultation area of the
first heart sound.

The second heart sound is generated by blood outflow returning from the aortic
and pulmonary trunks when semilunar valves reaches their elastic limits. The pro-
duced shock wave is generated toward the base of the heart, where the second heart
sound is best heard.

Second heart sound S2

Origins of S2 heart sound The second heart sound S2 is generated by intrac-
ardiac events associated with closure of the aortic and pulmonary valves termed
A2 and P2 respectively. The A2 component is louder than P2 owing to the higher
intracardiac pressure of the left ventricle in comparison with the right ventricle.
Therefore, the aortic A2 component radiates in all auscultation areas, and is louder
at the right upper sternal border. The pulmonary P2 component can be heard only
at the left upper sternal border. Thus, the A2 component constituted the major
energy of the second heart sound S2. The second heart sound is generated of blood
outflow returning from the aortic and pulmonary trunks when the semilunar valves
reaches their elastic limits. The produced shock wave is generated toward the base
of the heart, where the second heart sound is best heard. The S2 sound is produced
by the aortic valve at the onset of the diastole when the left ventricular pressure
drops below the aortic pressure.

Normal S2 heart sound The S2 sound is of high–frequency content and shorter
in duration than the S1 sound. At the cardiac base (second intercostal space), S2
is louder than S1. The right ventricular ejection covers the left ventricular ejection
in duration. Indeed, the right ventricular ejection begins the first and ends the last
in comparison to the left ventricular ejection. Thus, the pulmonary valve closure
(P2) occurs after the aortic valve closure (A2). The first component (A2) is asso-
ciated with closure of the aortic valve. The A2 component is the louder of the two
components, and is readily heard in the second right intercostal space, the second
and third left intercostal spaces, the lower left sternal border, and at the cardiac
apex. The second component (P2) is associated with closure of the pulmonic valve.
Because P2 is softer than A2, P2 is normally heard only at the second or third left
intercostal spaces. P2 may increase in intensity as a result of pulmonary hyperten-
sion, and then may be heard along the lower left sternal border and at the cardiac
apex. When S2 is increased in intensity, it will be louder than S1 at the cardiac
apex. If S2 heart sound is louder than S1 heart sound at the apex, and if splitting
of S2 is heard at the apex, then pulmonary hypertension is likely confirmed. Both
A2 and P2 components lasts less than 60 ms [39] (table I.1).

Split S2 heart sound The S2 heart sound can be separated into two components
in relation to aortic and pulmonary valves closures. This phenomenon can be ob-
served in individuals less than 50 years old rather than older subjects. A split S2
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can be best heard at pulmonic auscultation area (left upper sternal border). Split
of the S2 heart sound can be persistent (widened), fixed, or paradoxical (reversed).

Physiologic split of S2 heart sound

In normal subjects, the aortic A2 component occurs before P2. A physiological
split of S2 is confirmed when the P2 component is delayed to be easily differenti-
ated from the A2 component. The usual cause of the physiological split of S2 is
inspiration, which increases the venous blood returning to the right heart. Thus,
the closure of the pulmonary valve is delayed, and the aortic closure is accelerated.

The rising pulmonary compliance during inspiration affects closure of the pul-
monary valve. By inspiration, more blood fills up the right heart cavities and there-
fore increases the right ventricular output into more compliant lungs. Expiration
restrains the right heart filling and inversely favours left heart filling by applying
positive pressure on the lungs. Expiration reduces this effect and the split of the S2
sound becomes narrower. The S2 split can be best heard at the pulmonary area to
favour the pulmonary P2 component which is softer than A2.

Splitting of S2 heart sound is qualified as physiologic in normal subjects when
the time separating the aortic and pulmonary closures widens during inspiration.
The delay is primarily related to late closure of the pulmonic valve during inspira-
tion. The intrathoracic pressure fades during inspiration which rises the capacitance
of the pulmonary vascular bed. Consequently, the pulmonary vascular impedance
decreases and pulmonary vessels open. Therefore, the right ventricular ejectional in-
flow lasts longer than usual. Thus, the pulmonic valve closure, which generates P2,
arises lately until the forward blood flow vanishes. The S2 is split and expanded to
40 up to 50 ms and best heard at the left intercostal space. The pulmonary vascular
capacitance fades as the pulmonary vessels closes as a result of the rising intratho-
racic pressure during expiration. Consequently, the pulmonic vascular impedance
rises which reduces the forward blood flow from right ventricular ejection. There-
fore, the S2 heart sound is perceived as a single sound with a narrow A2–P2 split
at 10 up to 20 ms.

A wide physiologic splitting of the S2 sound can be related to a delayed pulmonary
valve closure or an early aortic valve closure. During inspiration, the split can
reach 60 ms, and on expiration it decreases to 30–40 ms. Physiologic splitting is
observed under conditions that expand the right ventricular ejection (e.g. pulmonary
stenosis), delay the beginning of the right ventricular ejection (e.g. RBBB), or reduce
the left ventricular ejection (e.g. mitral regurgitation, or VSD).

Paradoxical splitting of S2 heart sound

A paradoxical split of S2 (Figure I.19) occurs when the split of S2 sound is
recorded only in expiration. This happens when the aortic A2 closure is delayed
to merge with the pulmonary P2 closure. Several abnormalities can cause this
split, such as a severe aortic stenosis, a hypertrophic obstructive cardiomyopathy
(HOCM), or a left bundle branch block (LBBB). Reversed (paradoxic) split results
from an extended left ventricular ejection which permutes the order of S2 compo-
nents, so that A2 occurs after P2. Thus, the S2 split narrows with inspiration and
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Figure I.18: Physiological split of S2. (a): unsplit S2 during normal respiration,
(b): split S2 during inspiration, (c): S2 in (a); A2 & P2 are merged, (d): S2 in (b);

P2 is delayed from A2 [1]

widens with expiration.

A reversed splitting S2 can be observed in patients with aortic stenosis, Hyper-
trophic cardiomyopathy19, and severe systemic hypertension. The common pathol-
ogy behind reversed splitting of S2 is left bundle branch block.

Pathological split The wide fixed splitting of S2 heart sound is not variable with
respiration, and is audible in both inspiration and expiration. This kind of split of
S2 is related to atrial ventricular septal defects. In atrial septal defects, the left to
right blood shunt results an exceed in the right ventricular forward cardiac output
over that of the left ventricle. Consequently, the pulmonary vascular capacitance is
independent of breathing and remains always high.

Therefore, the pulmonary vascular capacitance, which still unchanged by breath-
ing, reduces considerably the pulmonary vascular impedance below normal values.
The length right ventricular ejection which is due to the right ventricular ejection
induces a wide split. The S2 heart sound shows a split as a result of two mechanisms.

When the pulmonary vascular impedance is below normal values, then respiration
has a tiny effect on the duration of the right ventricular ejection blood flow. In septal
defects, blood has two different ways to go back to the right heart. The first path
is ensured by the great veins. The second one is to go from the left chambers of
the heart through the septum hole. During inspiration, an equilibrium is maintained
between the rising systemic venous and the decreasing shunted septal defect volumes.

19also known as Idiopathic hypertrophic subaortic stenosis (IHSS)
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Figure I.19: Paradoxical split of S2. (a): paradoxical split of S2 during normal
respiration, (b): S2 merged during inspiration, (c): S2 in (a), (d): S2 in (b) [1].

Consequently, the right ventricle incoming blood flow is constant and the duration
of the right ventricular ejection is fixed.

A tapered physiological split is a sign of severe pulmonary hypertension. In that
case, pulmonary vascular resistance rises as well as the amplitude of the P2 sound
component due to the shortened right ventricular ejection. However, a wide split of
the S2 heart sound occurs at the early right ventricle failure.

Both A2 and P2 components lasts less than 60 ms [39]. Luisada et al. studied
the duration of heart sounds in 185 normal subjects [39](Table I.1).

Third heart sound S3

A third heart sound, termed S3 (Figure I.20), can be heard if an important amount
of blood fills a very compliant left ventricle. When the mitral valve opens to allow
a passive filling of the left ventricle, an S3 sound occurs. This sound is also known
as ventricular gallop. The S3 sound cannot be auscultated in normal cardiac output
in adults owing to the usually noncompliant left ventricle. However, this sound can
be recorded in children, pregnant females and athletes. In pathological context, the
S3 sound can be an indicator of a systolic heart failure. Indeed, an overcompliance
of the myocardium effects a dilation of the left ventricle. The S3 sound is of low–
frequency content in comparison to S2. This is helpful to distinguish it from a
neighbouring split S2 sound. The S3 sound is auscultated best at the apex, and to
favour its auscultation, the patient should be in left lateral decubitus position. A
rapid left ventricular filling occurs in early diastole after mitral valve opening. The
ventricular wall decelerates the ejected blood mass. In young adults and children,
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the created blood turbulence may produce an S3 heart sound. In old adults, an S3
heart sound is observed as a result of variation in ventricular compliance.
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(e) Pericardial constriction
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(f) S3 Myxoma (tumour plop)

Figure I.20: Third heart sound (S3) [1]

The S3 heart sound can be observed in early diastole after S2 heart sound at
around 120 up to 200 ms. This sound is also known as protodiastolic gallop. The
S3 heart sound is considered as a pathological sign in people over forty years old,
and normally occurs in younger people. For better auscultation, the patient should
be placed in left decubitus position to get a high amplitude S3 heart sound when
originated from the left ventricle. A higher S3 heart sound can then be heard at
the apex. When the right ventricle is the origin of that sound, a better auscultation
can then be carried out from 4th left intercostal space near the sternum. The third
heart sound (S3) is of low frequency content and should be auscultated by the bell
of the stethoscope.

When the S3 heart sound occurs at the end of the early ventricular filling, it is
originated from the impact of the heart against the internal chest wall. However,
this sound can occur during the early diastolic filling when blood inflow reaches an
overfilled ventricle, e.g. in congestive heart failure or valvular regurgitation. The
amplitude of S3 heart sound can be increased as a result of movements that rises
the venous return (e.g. leg elevation). Moreover, its timing moves closer to S2 heart
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sound.

The S3 heart sound occurs in several pathological cases, as follows;

Mitral Regurgitation: Third Sound and Diastolic Rumble Under severe
systolic backflow, a considerable regurgitated blood inflow returns rapidly to the
ventricle. Therefore, the mitral regurgitation causes a holosystolic murmur as well
as a mid–diastolic rumble and an S3 heart sound (Figure I.20(b)).

Hypertrophic Cardiomyopathy The rapidly ejected left ventricular blood
causes mitral regurgitation perceived as a systolic murmur. An S3 heart sound
is produced under mitral regurgitated diastolic inflow going back to the ventricle
which returns to its passive capacity. An atrial contraction augments the ventricu-
lar volume and produces a presystolic S4 heart sound (Figure I.20(c)).

Ischemic Cardiomyopathy An S3 heart sound is produced by the resistance of
the dilated ventricle to passive filling. This ventricular dysfunction, which is similar
to dilated cardiomyopathy, causes lower ejection (Figure I.20(d)).

Pericardial Constriction: Pericardial Knock The passive filling of a re-
stricted ventricle by endomyocardial disease or constrictive pericarditis generates
an S3 heart sound. In constrictive pericarditis, the S3 heart sound is sharper than
usual thud sound of a full ventricle and thus is also described as pericardial knock. A
pericardial knock produced by the right ventricle usually rises with inspiration (Fig-
ure I.20(e)).

Myxoma: Tumour Plop A left atrial myxoma20 produces an S3 heart sound.
The left atrial myxoma moves to and fro from the atrium to the ventricle through
the mitral valve. Movement of this tumour produces an S3 heart sound which is
known as “tumour plop” (Figure I.20(f)).

Fourth heart sound S4

The fourth heart sound, termed S4 (Figure I.21), also known as atrial gallop or
presystolic gallop, occurs 40 up to 120 ms earlier to S1. This sound occurs as a
result of a forceful late atrial contraction which initiates the ventricular contraction
due to the venous return at the limit of ventricular distensibility. The presence of S4
may be considered as a pathological variation in ventricular compliance. Indeed, the
S4 heart sound is produced by blood mass impact within a stiff and non–compliant
ventricle.

Therefore, the ventricular stiffness is a pathological sign of ventricular hypertro-
phy (Figure I.21(a)), as usually observed in pulmonary or systemic hypertension,

20gelatinous tumour attached to the atrial septum.
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pulmonic or aortic stenosis, as well as a persistent aftereffect of myocardial infarc-
tion. The left ventricle is affected by hypertrophy in hypertension, aortic stenosis
or hypertrophic cardiomyopathy (Figure I.21(b) & section I.5.1), or a right ventricle
with pulmonary stenosis or pulmonary hypertension.

The S4 heart sound can be best heard at the apex when produced by the left
ventricle, and loudest at the 4th left intercostal space adjacent to the sternum when
generated by the right ventricle. This atrial sound is low pitched and occurs in late
diastole. This sound disappears with standing, is rarely observed in normal subjects,
and is always absent in patients with atrial fibrillation.

The left sided S4 is differentiated from a split S1 through their respective auscul-
tation areas. Indeed, a split S1 loudest at the LSB, whilst S4 is best heard at the
apex.
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Figure I.21: Fourth heart sound S4: (a) Hypertensive ventricle, (b) Hypertrophic
cardiomyopathy (same as I.20(c)) [1]

Extra–systolic sounds

Extra–systolic sounds can be categorised into two classes; ejection sounds and mid–
systolic clicks. The ejection sounds are produced by pulmonic or aortic stenosis
which can be observed during early systole. Mid–systolic clicks are perceived in
mitral or tricuspid valve prolapse during late systole. The sounds of both classes
are high pitched and are generated under abrupt valvular stretching at their highest
distensibility.

Ejection sounds Ejection sounds occurs just after S1 at 40 up to 60 ms,ăăand
are high pitched with a short duration. These sounds are described to be vascular
when caused by ejection of blood into great vessels, and valvular when generated
by aortic or pulmonary valves reaching their elastic limits. In pulmonic stenosis,
the ejection sound is perceived at the 2nd or the 3rd intercostal space and decreases
with inspiration. In aortic stenosis, the ejection sound is best heard at the apex and
2nd right intercostal space. A murmur is always pathological when associated to an
ejection sound.

Ejection sounds, also known as ejection click, occurs in bicuspid aortic valve,
pulmonic stenosis, or in aortic stenosis.
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Bicuspid aortic valve The blood mass ejected from the ventricle under aortic
or pulmonic stenosis causes a loud and sharp ejection sound occurring just after S1.
Therefore, the S1 first heart sound is heard as split. A mid–systolic murmur occurs
as a result of blood turbulence across the stenosed valve (Figure I.22(a)).
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Figure I.22: Ejection sounds: (a) Bicuspid aortic valve, (b) Pulmonic stenosis [1].

Pulmonic stenosis The ventricular ejection exerts pressure on the valve
leaflets to form a dome which decelerates the blood mass. An ejection sound occurs
nearly merged with S1when the right ventricular diastolic pressure is augmented by
hypertrophy and a high inspiration to surpass pulmonary arterial diastolic pressure.
The ejection sound is completely merged with S1 during inspiration, and heard just
after S1 with help expiration. An S4 heart sound, mid–systolic murmur, and soft and
delayed pulmonary component are also perceived in conjunction with the ejection
sound (Figure I.22(b)).

Aortic regurgitation The S1 heart sound is split and best heard at the apex.
In aortic regurgitation, the ejection sound is attributed to opening of the aortic valve
leaflets and for the rapid extension of the aortic root during the ventricular ejection.
This ejection sound is very similar to that of the aortic stenosis. An early diastolic
murmur also occurs and is loudest at the left sternal border (Figure I.23).

Mid–systolic clicks The mid–systolic click (MSC) is high pitched and is gener-
ated by the extension of the chordae tendineae in mitral or tricuspid valve prolapse.

Mobile Click: Standing and Squatting A systolic click occurs as a conse-
quence of expanded blood systolic volume exerted on competent prolapsed valves.
The mobile click is very similar to an ejection sound. Postural manoeuvres moves
mobile clicks, whilst ejections sounds remains without any timing effect. Standing
reduces the left ventricle cavity size, and therefore increases the disproportion be-
tween the valve and the ventricle. When the separation is short, then the valve
inflates in early systole and attains its upper limit expansion in mid systole to pro-
duce the click sound. Inversely, squatting delays the click to the late systole due to
the ventricular volume rising and the yellow callipers21 expansion (Figure I.24).

21The yellow callipers measure the distance between the annulus and papillary muscle.
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Figure I.23: Ejection sounds: Aortic regurgitation. (a): Aortic area; Ejection
sound (ES) + Systolic ejection murmur (SEM), (b): 4th left intercostal space; ES

+ SEM + Early diastolic murmur (EDM), (c): Apex; ES + SEM [1].
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Figure I.24: Mid–systolic clicks. (a): Moving click: squatting, (b): Moving click:
standing, (c): Mitral valve prolapse [1].

Mitral prolapse The non–ejection click is caused by prolapse of the thickened
mitral valve into the left atrium, and occurs in mid or late systole. In contrast
to ejection sounds, the non–ejection click appears at various timings according to
fluctuations in ventricular filling which may result from respiration or postural ma-
noeuvres (standing, squatting, etc.). A late murmur occurs after the non–ejection
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click as a results of severe mitral valve prolapse when the mitral valve becomes
incompetent.

Opening sounds

The opening snap (OS) occurs in early diastole immediately after A2 at 30 up to
150 ms. The OS is a high pitched sound caused by opening of mitral or tricuspid
valves in mitral or tricuspid stenosis, respectively. In mitral stenosis, the OS is
auscultated between the lower left sternal border and the apex, and is loudest at
the 3rd left intercostal space. In tricuspid stenosis, the OS is best heard at the 4th

intercostal space at the left sternal border.

An OS can be distinguished from the second component of a splitting S2 by two
clues. The OS is louder at the apex than at the 2nd left intercostal space. The time
delay before the OS up to S2 rises on standing.

I.5.2 Timing of murmurs

Heart murmurs have various shapes and timing during the cardiac cycle. Indeed,
a heart murmur can occur in systole (e.g. systolic in aortic stenosis and mitral
regurgitation) or in diastole (e.g. aortic regurgitation and mitral stenosis). Heart
murmurs can also be continuous such for patent ductus arteriosus.

Systolic murmurs

Systolic murmurs have several shapes with regard to their localisation upon the chest
of the patient as well as their timing within the cardiac cycle (Figure I.25).

The timing of a systolic murmur within the cardiac cycle as well as its high
intensity auscultation area over the chest determines which pathology is originating
it. For instance, early systolic or holosystolic murmurs can be generated by mitral
or tricuspid regurgitation, ventricular septal defect, or probably pulmonic stenosis.
Ejection murmurs, also known as mid systolic murmurs, are caused by the high
outflow velocity or the obstruction of the ventricular outflow.

Late systolic murmurs which reaches their highest intensity at the late systole
phase can occur as a result of the mitral prolapse or the hypertrophic cardiomyopa-
thy. This is due to the disproportion between the valve and the ventricle that is
soared during the systole when the ventricle attains its minimal volume capacity.

Early systolic murmurs An early systolic murmur, also known as pansystolic
or holosystolic murmur, starts with S1 and stops at S2, without a gap between
murmur and heart sounds. Holosystolic murmurs, also described as pansystolic,
occurs as a a result of retrograde blood flow from a high pressure chamber to a
low pressure chamber. Holosystolic murmurs are usually generated by backward
regurgitant blood flow through atrioventricular valves.
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This murmur occurs at the onset of S1 heart sound and goes on above A2. This
murmur can be caused by the mitral regurgitation, tricuspid regurgitation or ven-
tricular septal defect.
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Figure I.25: Systolic murmurs: early systolic murmurs (ESM). (a): Acute severe
mitral regurgitation (apex), (b) MVP: standing after squatting (apex) [1]

Holosystolic murmurs The holosystolic murmur occurring in mitral regurgi-
tation is plateau–shaped. It is usually loudest than the S1 heart sound and is
best heard at the apex with a noticeable radiation to the axilla. Moreover, a wide
split of the S2 heart sound is observed. The left ventricular ejection is shortened
and induces an early S2 heart sound. Moreover, a S3 gallop can be heard at the
apex (Figure I.26).

If the holosystolic murmur is generated by a ruptured anterior chordae, then the
radiation should be perceived at the mid–thoracic spine. This murmur is softer with
Valsalva and inspiration.

The tricuspid regurgitation is also characterised by a plateau shaped holosystolic
murmur. This holosystolic murmur is differentiated from that of the mitral insuf-
ficiency by the following features. It is best heard at the 4th–5th interspaces along
the left sternal border with no radiation into the axilla and becomes louder with
inspiration (Carvallo’s sign).

The ventricular septal defect (VSD) causes a holosystolic murmur which is harsh
than that of mitral or tricuspid regurgitation. This murmur is best heard at the 4th,
5th, and 6th intercostal spaces to the left of the sternum. The murmur of the VSD
has no radiation into the axilla (unlike MR) and does not increase with inspiration
(unlike TR). These acoustic features differentiate the murmur of the VSD from that
of mitral and tricuspid regurgitation as well. Moreover, the VSD is characterised by
a fixed and occasionally wide split of S2 heart sound.

Mid systolic murmurs Systolic ejection murmurs, also known as midsystolic
murmurs, are generated by blood inflow within the ventricle. Midsystolic murmurs
occur after S1 heart sound and end before S2 heart sound. These murmurs are
diamond shaped (crescendo–decrescendo or saw–like shape) and are acoustically
harsh (Figure I.27(d)).
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Figure I.26: Systolic murmurs: Holosystolic murmurs (HSM). (a): MR from
ruptured cordae tendinae (apex), (b) Tricuspid regurgitation with respiration

(apex) [1]

Midsystolic murmurs occurs as a result of:

• A rising blood flow through aortic or pulmonary valves which can be caused
by pregnancy, thyroid excess states, exercise, anaemia, or fever.

• Blood ejection into a dilated aorta which can be caused by arteriosclerosis or
aneurysm.

• Blood ejection through thickened valve or calcified aorta due to aortic sclerosis.
Aortic sclerosis can be differentiated from aortic stenosis by a normal carotid
artery pulse.

• Blood ejection through a stenosed aortic or pulmonary valve.

Valvular aortic stenosis produces the classic mid–systolic ejection murmur. This
murmur occurs as a result of turbulent blood flow through a stenosed aortic valve.
The murmur can be heard at the 2nd right intercostal space, 3rd left intercostal
space, and at the apex. Aortic stenosis is bound up with a tapered pulse pressure.
Chronic pressure overloading on the left ventricle results in a sustained apical impulse
characteristic of left ventricular hypertrophy. A more delayed aortic ejection causes
a split S2 heart sound which can be narrow or paradoxical. This murmur is decreased
during inspiration and sustained Valsalva.

A mid–systolic murmur can be generated under hypertrophic obstructive car-
diomyopathy (IHSS). This murmur is caused by hypertrophy of the interventricular
septum which obstructs the left ventricular outflow and thwarts the mitral leaflets
during systole. Therefore, a systolic pressure gradient occurs and give rise to blood
turbulence which leads to a mid–systolic murmur. The murmur is best auscultated
along the left sternal border.

A mid–systolic can be generated by pulmonic stenosis due to the narrow pulmonic
valve. This murmur is differentiated from that of the aortic stenosis by the following
features;

• The pulmonic stenosis murmur is higher at the 2nd and 3rd left intercostal
spaces and is of lower intensities than that of aortic stenosis.
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• There is no radiation of the pulmonic stenosis murmur into carotid arteries.

• The pulmonic stenosis generates a left parasternal sustained impulse due to
right ventricular hypertrophy.

• During inspiration, the intensity of the murmur follows the right heart venous
return rising.

Brief Silent durations are observed between the murmur and S1 and S2 heart
sounds. These gaps confirms that the murmur is mid–systolic rather than pansys-
tolic.
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Figure I.27: Systolic murmurs: Mid systolic murmurs (MSM). (a) Congenital
aortic stenosis; bicuspid aortic valve (2nd right intercostal space, RIS), (b) Aortic

stenosis; calcified aortic valve (2nd RIS), Aortic regurgitation (2nd RIS), (d)
Moderate pulmonary valvular stenosis; Greatly dilated pulmonary artery (left

infraclavicular) [1]

Late systolic murmurs Late systolic murmurs are observed under mitral and
tricuspid valve prolapse. This kind of murmurs are usually associated with an early
mid–systolic click. The murmur has a crescendo shape towards S2 heart sound (Fig-
ure I.28).

Transient late systolic murmurs are observed in patients with mitral or tricuspid
prolapse, i.e. the occurrence of these murmurs is occasional.

Diastolic murmurs

There are two types of diastolic murmurs; filling and regurgitant murmurs. Di-
astolic filling murmurs, known as rumbles, are generated by forward blood flow
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Figure I.28: Systolic murmurs: Late systolic murmurs (LSM). (a): Mitral valve
prolapse (Lower left sternal border), (b): MVP (apex) [1]

through incompetent atrioventricular valves. Diastolic regurgitant murmurs are due
to retrograde blood flow through unobstructed semilunar valves.

Mid–diastolic and presystolic murmurs are due to stenosis of atrioventricular
valves. These murmurs occur with an S3, also known as S3 rumbles, which are
observed in mitral or tricuspid regurgitation. Austin–Flint murmur effects from the
interaction between the aortic and the mitral valves during aortic regurgitation. This
murmur starts in mid–diastole and may continue to presystole (Figures I.29&I.29).

Early diastolic murmurs Early diastolic murmurs begin right after S2 and fades
before S1. This type of murmurs is associated with regurgitant blood flow through
unobstructed semilunar valves. Therefore, the differential diagnosis is confined to
aortic and pulmonic regurgitation.

Aortic insufficiency The diastolic regurgitant murmur can be generated from
the left heart as a result of aortic regurgitation. The murmur occurs with A2, follows
a decrescendo shape, and fades in late diastole phase. The murmur is high pitched
and best heard at the 2nd right intercostal space, 3rd left intercostal space, and
apex. The murmur is accentuated as peripheral vascular resistance increases, e.g.
handgrip, squatting, and exercise.

The aortic insufficiency is characterised by a snapping S2 heart sound. Moreover,
an S3 heart sound occurs as a result of rapid ventricular filling at a high volume.
Two supplementary murmurs usually occur in aortic regurgitation. The first one is
a midsystolic aortic ejection murmur that is generated by the rising blood volume
ejected through the aortic valve. The second is a mid to late diastolic rumbling
murmur (Austin–Flint) appearing at the apex. This murmur is low pitched and
is caused by regurgitant blood flow occurring around mitral valve leaflets. The
created pressure gradient partially closes the mitral valve. This is a functional
mitral stenosis. The generated murmur reveals a severe aortic regurgitation.
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Pulmonic regurgitation The murmur occurring in pulmonary regurgitation22

is differentiated from that of the aortic regurgitation by its rising intensity during
inspiration. Moreover, this murmur is not related to peripheral effects of the aortic
regurgitation (wide pulse pressure, bounding pulses, large left ventricle, etc.).

Mitral stenosis The murmur generated by mitral stenosis is rumbling, low
pitched, and best heard at the apex in the left lateral decubitus position. An opening
snap sound begins the murmur right after S2. The murmur fades at the mid–diastole
and rises towards S1. This acoustic crescendo effect, also known as the presystolic
accentuation, is stressed by atrial contraction. An increased S1 is usually considered
as a significant sign of mitral stenosis.

Tricuspid stenosis The murmur of tricuspid stenosis is distinguished from
that of mitral stenosis since it is louder at the the 4th intercostal space at the left
sternal border and rises during inspiration.
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Figure I.29: Diastolic murmurs: Early diastolic murmurs (EDM). (a): Acute severe
aortic regurgitation, (b): Moderate pulmonic regurgitation; Eisenmenger

ventricular septal defect (inspiration) [1]

Mid–diastolic and presystolic murmurs Mid–diastolic and presystolic mur-
murs are caused by turbulent blood flow through atrioventricular valves. The com-
mon example of the diastolic filling murmur is that of mitral stenosis (Figure I.30).

This diastolic murmur is rumbling and low pitched and is best heard a the apex
in the left lateral decubitus position. A mid–diastolic murmur occurs right after
S2. This murmur can merge with a late diastolic murmur. When an opening snap
occurs after S2, then the murmur fades by mid–diastole.

I.5.3 Valvular lesions

Cardiovascular pathologies effects morphological alterations of the phonocardiogram
waveforms. Valvular anomalies are classified in two categories whether it results form
a valve stenosis, insufficiency, or regurgitation.

22The murmur due to pulmonary regurgitation resulting from pulmonary hypertension is known
as Graham Steel murmur.
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Figure I.30: Diastolic murmurs: Mid–diastolic (MD) & presystolic murmurs (PS).
(a): Tricuspid stenosis (TS), (b): Moderate mitral stenosis [1]
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Figure I.31: Diastolic murmurs: S3 rumbles. (a): Chronic severe mitral
regurgitation, (b): Tricuspid regurgitation, (c): Atrial septal defect [1]
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Figure I.32: Diastolic murmurs: Austin Flint murmurs. (a): Chronic aortic
regurgitation, (b): Acute severe aortic regurgitation [1]

These valvular anomalies may result from rheumatic fever or tissue degeneration
due to ageing. The most frequent valvular disease are mitral stenosis (MS), mitral
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insufficiency (MI), aortic stenosis (AS), and aortic insufficiency (AI). More seldom
observed are pulmonic stenosis (PS) due to congenital origins and Coarctation of
the aorta (COA).

Mitral stenosis

Stenosis of the mitral orifice disturbs the normal filling of the left ventricle. There-
fore, pressures increase upstream of the left atrium and pulmonary capillaries. This
alters the normal structure of the corresponding phonocardiographic signal. The
opening snap (OS) of the mitral valve can be recorded in early diastole just after
S2 as shown in Figure I.33. No doubt, the opening snap of the mitral valve is one
important pathological sign of mitral stenosis; it lasts between 30 to 130 ms. For
this pathology, the pulmonary component of the second heart sound (S2), is usually
accentuated.
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Figure I.33: Mitral Stenosis: Opening snap (OS) [24].

When the stenosis is more severe, a diastolic murmur can occur after the opening
snap of the mitral valve, it is composed of two elementary components; The early
diastolic murmur (decrescendo type) appearing at the rapid ventricular filling and
the late diastolic murmur (crescendo type) which occurs at the atrial contraction as
shown in Figure I.34. The intensity of these murmurs determines the severity of the
stenosis.
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Figure I.34: Mitral Stenosis: Opening snap + Diastolic murmur [24].

These diastolic murmurs are due to blood flowing from the left atrium into the
left ventricle through the restricted mitral orifice. The diastolic murmur is due
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to the forceful ventricular filling through the stenosed mitral orifice. Its intensity
depends on the filling velocity, which reaches its maximum at the end of the diastole
phase. This murmur is distinguishable from that of aortic insufficiency by taking a
time delay after S2 to appear. This lateness is due to the ventricular isovolumetric
relaxation between the aortic valve closure and the beginning of mitral valve opening.
It usually lasts more than 100 ms.

A systolic murmur can occur as shown in Figure I.35. It is a functional mitral
regurgitation murmur due to the increasing ventricular ejection volume.
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Figure I.35: Mitral Stenosis: Opening snap + Diastolic murmur + systolic
murmur [24].

Mitral insufficiency

Closure of the mitral valve depends on interaction between papillary muscles, ropes,
and the valvular ring. The malfunction of one or several elements of this mitral
system influences normal closure of the mitral valve. This produces blood ebb from
the ventricle to the atrium in the left heart during systole phase.

Mitral insufficiency is mainly characterised by the backward ventricular blood
flow. This will overload the left ventricle, which must pump much more blood, but
unfortunately without the efficiency of the entire blood volume. Therefore, the left
ventricle will suffer from dilation and hypertrophy. In addition, blood ebb coming
from the left ventricle dilates the left atrium passively. During mitral insufficiency,
regulation mechanisms of the pulmonary circulation, which aims to have suitable left
ventricular filling, are completely absent. Therefore, there is no pressure increasing
in the pulmonary circulation. This makes the main symptom of this pathology being
the tiredness of the patient due to the lack of a sufficient peripheral vascularisation.

The incontinence of mitral valve elicits blood regurgitation from the left ventricle
to the left atrium during systole phase. This will generate a rectangular-shaped
decrescendo systolic murmur occurring just after the first heart sound as illustrated
in Figure I.36. The systolic murmur does not last to the beginning of the second
heart sound except for severe insufficiency. In more severe cases, this systolic murmur
loses its decrescendo shape.

The valvular vibratory capabilities are deteriorated under valvular degeneration
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Figure I.36: Mitral Insufficiency: S1 attenuated + Systolic murmur [24].

and calcification. The attenuation of the first heart sound is due to the weak elec-
tromyocardial activation of the insufficient valve. Because of ventricular blood ebb,
the left atrium is full at the end of diastole, which can generate an accentuated third
heart sound (S3) as shown in Figure I.37.
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Figure I.37: Mitral Insufficiency: S1 attenuated + Systolic murmur + S3 [24].

Mitral insufficiency cannot be easily recognised when the third heart sound is
lacking, especially in old patients. The Phonocardiographic signal can give more in-
formation about the beginning and the end of the systolic murmur. The decrescendo
slope and the duration of the murmur can be informative about the pathology sever-
ity.

Sometimes, a doubled second heart sound (S2) can be recorded. This is due to
decreasing of the ventricular ejection volume. The third heart sound is also clear.
Recording of a fourth heart sound (S4) indicates severe mitral insufficiency.

When regurgitation volume and diastolic filling velocity are high, the third heart
sound is followed by a functional diastolic murmur characterised by a low frequency
content as shown in Figure I.38.

Aortic stenosis

Stenosis of the aortic valve leads to disturbances in blood ejection from the left
ventricle to aorta during the systole phase. Hence, aortic blood flow decreases and
generates a systolic diamond–shaped ejection murmur as shown in Figure I.39.
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Figure I.38: Mitral Insufficiency: S1 attenuated + Systolic murmur + S3 +
diastolic murmur [24].
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Figure I.39: Aortic Stenosis; S1 and S2 attenuated + Systolic murmur [24].

Stenosis of the ejection duct can yield a hypertrophy of the left ventricle, the
dilation is often weak since the ejection volume do not considerably increase, and it
is generally absent as long as the left ventricle is compensated.

The systolic murmur of aortic stenosis, occurring at the ejection phase, is dis-
tinguishable from mitral insufficiency murmur since it is generated after a hiatus
from the first heart sound. It reaches a maximum, which depends on the severity
of the stenosis and the ejection volume quantity. This maximum is localised at the
middle of the systole, and is slightly attenuated and moved to the last third of the
systole phase for severe stenosis. This is due to decreasing of the gradient between
ventricular and atrial pressures at the end of systole.

Generally, for aortic stenosis cases, the first and second heart sounds are attenu-
ated. In severe cases, the second heart sound (S2) is doubled and inversed because
of the stretching of left ventricular systole. The weakness of the first heart sound
is due to the forceful hypertrophy of the left ventricle. The increasing of left heart
volume decreases considerably the cardiac rhythm. The increasing of left ventricular
pressure will make the mitral valve thicker which limits its vibration capabilities.

As illustrated in Figure I.40, an aortic ejectional click is an indication of the aortic
stenosis severity.

In the case of left ventricular hypertrophy, the atrial systole is carried out under
high pressure, which yields accentuated atrial sounds (Figure I.41).
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Figure I.40: Aortic Stenosis; S1 and S2 attenuated + Systolic murmur + aortic
dilation murmur [24].
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Figure I.41: Aortic Stenosis; S1 and S2 attenuated + Systolic murmur + aortic
dilation murmur + atrial murmur [24].

A diamond–shaped rough murmur appears at the end of ventricular ejection.
Left ventricular hypertrophy provides a high–pressure ventricular filling from the
left atrium. Therefore, a diastolic murmur can be recorded (Figure I.42).
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Figure I.42: Aortic Stenosis; S1 and S2 attenuated + Systolic murmur + aortic
dilation murmur + atrial murmur + diastolic murmur [24].

Aortic insufficiency

During diastole, blood circulates through the insufficient sigmoid valves, and hence
a diastolic decrescendo murmur occurs (Figure I.43). Insufficiency of the aortic valve
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yields blood regurgitation in the left ventricle during diastole phase. The ejection
volume increases at every systole period to have the same amount of blood ejected
to the periphery. The continuous increasing of ejection blood volume will produce
a hypertrophy and a dilation of the left ventricle. The left atrium and the right
ventricle are not modified as long as the heart still compensated.
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Figure I.43: Aortic Insufficiency: Diastolic murmur [24].
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Figure I.44: Aortic Insufficiency; Diastolic murmur, attenuated S2 [24].

Due to their similarity, murmurs of aortic insufficiency and mitral stenosis can be
usually mixed up. Therefore, Physicians could distinguish the acute aspect of aortic
insufficiency from the deep rumble aspect of mitral stenosis. Since the pressure
difference between the root of the aorta and left ventricle, in its relaxation period,
is very high at the onset of diastole, then the murmur begins just after the second
heart sound.

When the insufficiency is more severe, blood regurgitation provides an accentu-
ated diastolic stretched murmur (Figure I.45).

Usually, a systolic murmur can be recorded (Figure I.46). It can be originated by
a coexistent stenosis. However, this murmur can be recorded even for a pure aortic
insufficiency. It is a functional murmur, it always occurs when the ejection volume
is increased. This murmur can disappear when the aortic insufficiency is moderate.

A diastolic murmur, which can have the same features of mitral stenosis murmur,
can seldom be recorded. This murmur does not give any indication of the existence
of a mitral stenosis. It can be a functional murmur, which the origin can be in
relation with blood coming from the aorta. Hence, the generated flow affects the
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Figure I.45: Aortic Insufficiency; diastolic stretched murmur, attenuated S2 [24].
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Figure I.46: Aortic Insufficiency; diastolic stretched murmur, attenuated S2 +
systolic murmur [24].

mitral valve and cause a functional stenosis. This murmur is also called Austin–Flint
murmur (Figure I.47).
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Figure I.47: Aortic Insufficiency; diastolic stretched murmur, attenuated S2 +
systolic murmur + Austin–Flint murmur [24].

Pulmonary stenosis (congenital pathology)

This pathology is characterised by a systolic ejection murmur. It is usually due to
congenital origins. Sometimes, rheumatic causes can generate this anomaly. During
decompensation of the right heart, systolic shudders occur and generate a murmur.
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S1 S2 Additional sounds Murmurs

Mitral
stenosis

Bursted
Sometimes
accentuated
P2

OS (30 up to 120 ms
after the onset of S2)

Systolic and diastolic
murmurs

Mitral
insufficiency

More attenu-
ated when the
insufficiency
is severe

unattenuated
with accentu-
ated P2

S3 usually recorded Systolic murmur

Aortic
stenosis

Usually atten-
uated

Usually atten-
uated

S4 usually recorded,
ejection click

Intense systolic
diamond–shaped
murmur

Aortic
insufficiency

Unchanged
Attenuation
in grave
insufficiency

Non–typical
Systolic and diastolic
murmurs, Austin–
Flint murmur

Pulmonic
stenosis

Unchanged Doubled
Pulmonic ejectional
click

Diamond–shaped
systolic murmur

Table I.2: Phonocardiographic content of common valvular pathologies.

Intensity of the first heart sound is normal. The second heart sound is doubled
because of the stretching of the right ventricular systole, and their aortic and pul-
monic components are clearly distinguishable. The pulmonic component is usually
attenuated, but sometimes is not audible for severe cases. The first heart sound
is followed by a pulmonic ejection click, which becomes weaker in inspiration and
appears early in expiration, followed by an intense diamond–shaped ejectional mur-
mur as shown in Figure I.48. Its maximum is delayed as long as pressure gradient is
higher. The fourth heart sound, which is interrelated with the raise of the diastolic
right ventricular pressure, can be recorded.
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Figure I.48: Pulmonic stenosis: Harsh systolic ejection murmur [24]

The systolic murmur can reach the second heart sound because of the delay in the
right ventricular ejection, and can sometimes overtake the aortic component. This
makes it more distinguishable from the aortic stenosis murmur. Table 1 summarizes
some acoustical features of these pathologies.
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I.6 Conclusion

In conclusion, digital phonocardiography is useful as a cardiac diagnosis technique.
However, the issue encountered in establishing a strong and widely recognised the-
ory for heart sounds genesis is probably due to the fact that both the valvular and
cardiohemic theories may be partly valid. Thus, genesis and propagation of heart
sounds through the chest wall is a very complex phenomenon that cannot be de-
scribed by a simplistic theory based only on vibration of either heart valves or the
entire heart as one whole. Nevertheless, the recorded heart sounds and murmurs
known as thoracic phonocardiogram includes both valvular, heart cavities and blood
flow vibrations. The multidegree of freedom theory validates both the cardiohemic
and valvular theories.



Chapter II

Time–frequency analysis
methods

This chapter presents the theoretical background of time–frequency methods used to
analyse phonocardiographic data. Localising information in both time and frequency
domains is the main purpose of time–frequency analysis.

Fourier theory provides frequency representation of sinusoids but still limited
when dealing with non–stationary signals as phonocardiographic signals. There-
fore, time–frequency representations computed by Fourier–based methods such as
the spectrogram are of restricted performance regarding adequate time–frequency
representation because of their unavoidable time and frequency resolution trade–off.
Indeed, classical methods are useless in investigating information within biomedical
signals which is usually concealed within their non–stationary content.

Adapted methods to phonocardiographic signals analysis are presented and stud-
ied with their respective properties. Thus, time–frequency methods are categorised
into two main classes; namely energy distributions and atomic decomposition meth-
ods. Energy distributions are studied through the Wigner–Ville distribution (WVD)
which is the basic method of the overall Cohen’s class. In addition to the desired
properties of the WVD–based methods, its smoothed versions; namely the Pseudo–
WVD (PWVD), smoothed–PWVD (SPWVD), as well as the Reassigned–SPWVD
(RSPWVD) as additional improvements are also presented. The atomic decom-
position class is studied through the Continuous Wavelet Transform (CWT), the
Discrete Wavelet Transform (DWT), and Wavelet packets (WP). The squared mod-
ulus of the CWT yields an estimation of the signal’s energy within the time–scale
plane also known as the scalogram.

Practical illustrations of each method are presented to show its benefits and
setbacks as a preliminary analysis step. Discussion of the obtained results helps to
select the appropriate analysis method to be applied on phonocardiographic signals.

This chapter is mainly partitioned into two sections. Firstly, sectionII.1, entitled
“Energy distributions”, gathers the theoretical background of energy distributions
as well as their practical benefits and drawbacks. Secondly, section II.2, entitled
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“Atomic decompositions”, presents the theoretical background of the Continuous
wavelet transform, discrete wavelet transform, and wavelet packets.

II.1 Energy distributions

The aim of energy distributions is to distribute the energy of the analysed signal both
in time and frequency domains. This distribution leads to a time–frequency repre-
sentation also called time–frequency distribution which refers to energy distribution
within the time–frequency plane.

Energy The energy Ex of a given signal x(t) is defined in the time domain by (II.1),

Ex =
∫ +∞

−∞
|x(t)|2 dt (II.1)

or alternatively in the frequency domain by (II.2),

Ex =
∫ +∞

−∞
|X(f)|2 df (II.2)

where X(f) represents the Fourier transform of the signal x(t).

Energy density Since frequency is related to time, and vice–versa, then it is
obvious to search for a combined joint time–frequency formulation of the energy Ex.
Therefore, a logic formulation occurs as given in (II.3),

Ex =
∫∫ +∞

−∞
ρx(t, f) dt df (II.3)

Therefore, the term ρx(t, f) represents the energy density of the analysed signal
x(t) over the time–frequency plane. Thus, in order to get a correct representation
of the energy Ex both in time and frequency within the time–frequency plane, it is
necessary that the energy density satisfies the marginals properties both in time and
frequency domains as given in (II.4) and (II.5),

∫ +∞

−∞
ρx(t, f) df = |x(t)|2 (II.4)

∫ +∞

−∞
ρx(t, f) dt = |X(f)|2 (II.5)

The energy synthesis described in (II.4) and (II.5) ensures recovery of the energy
of the analysed signal x(t) both in time and frequency domains. This suitable prop-
erty is recommended to select among the various time–frequency methods which one
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could effectively represent information within phonocardiographic signals. Moreover,
this information can only be viewed through the inevitable uncertainty principle over
the time–frequency plane.

Uncertainty principle According to the uncertainty principle1, a signal can be
localised both in time and frequency domains with an inevitable spread. Thus,
mean values of duration and bandwidth, as well as mean time and frequency for
each spectral component are defined.

The mean time tm of the signal x(t) is given by (II.6),

tm =
1
Ex

∫ +∞

−∞
t|x(t)|2dt, (II.6)

and its duration T is given by (II.7),

T =
4π
Ex

∫ +∞

−∞
(t− tm)|x(t)|2dt (II.7)

Its mean frequency fm is given by (II.8),

fm =
1
Ex

∫ +∞

−∞
f |X(f)|2df, (II.8)

and its bandwidth B is given by (II.9),

B =
4π
Ex

∫ +∞

−∞
(f − fm)|X(f)|2df (II.9)

The product BT has a minimum which is uniquely reached for Gaussian functions
as written in (II.10),

BT ≥ 1 (II.10)

Properties (II.1)2, (II.2)3 and (II.3)4 are suitable for the time–frequency energy
density ρx(t, f). Additional constraints are imposed to time–frequency energy dis-
tributions to yield a correct representation. Indeed, the Cohen’s class [57] gath-
ers time–frequency distributions with desirable properties, e.g. time and frequency
shifts which terms the Cohen’s class as covariant or shift–invariant class.

1also known as Heisenberg principle.
2Energy of the signal x(t) in the time domain (see page 60).
3Energy of the signal x(t) in the frequency domain (see page 60).
4Energy density of the signal x(t) in the time–frequency plane (see page 60).
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II.1.1 Wigner–Ville Distribution (WVD)

The Wigner–Ville distribution (WVD) [58] is the basic energy distribution of the
Cohen’s class, and is defined by (II.11),

Wx(t, ν) =
∫ +∞

−∞
x

(

t+
τ

2

)

x∗
(

t− τ

2

)

e−j2πντ dτ (II.11)

where x(.) refers to the analysed signal, and the asterisk denotes the complex
conjugate.

or alternatively by (II.12)

Wx(t, ν) =
∫ +∞

−∞
X

(

ν +
θ

2

)

X∗
(

ν − θ

2

)

ej2πθtdθ (II.12)

Properties - WVD The WVD combines the time and frequency representations
with some required properties to adequately represent a given signal x(t) in the time–
frequency plane [58]. The WVD has some nice properties which are summarised as
follows.

1. The WVD is an element of the Cohen’s class with a weighting function g such
that g(ν, τ) = 1.

2. Realness: The WVD is of real values over the time–frequency plane which
makes it suitable for representing the energy of the analysed signal.

3. Time and frequency marginals: According to (II.4) and (II.5), and as shown
in (II.13), the integration of the time–frequency distribution over the time
domain yields the spectral density of the signal. Moreover, and as stated in
(II.14), the integration of the time–frequency distribution over the frequency
domain yields the instantaneous power of the analysed signal x(t), as follows;

∫

Wx(t, f) dt = |X(f)|2 (II.13)

∫

Wx(t, f) df = |x(t)|2 (II.14)

where X(f) denotes the Fourier transform of the signal x(t), and Wx(t, f)
represents its WVD.

4. Global energy conservation: Integration of the WVD over the time–frequency
plane yields the global energy Ex of the analysed signal as follows;

∫∫

Wx(t, f) dt df = Ex (II.15)
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5. Instantaneous frequency (IF): the first moment of the WVD with respect to
frequency of the analytic signal yields the IF as follows;

6. Time delay (TD): the first moment of the WVD with respect to time of the
analytic signal yields the TD as follows;

∫

tWx(t, f)dt
∫

Wx(t, f)dt
= − 1

2π
d

df
[argX(f)] (II.16)

7. Time and frequency support conservation: The WVD is limited to time–
frequency support defined by the duration and bandwidth of the analysed
signal x(t).

8. Convolution invariance: The WVD of the time–convolution of two signals x1(t)
and x2(t), yields the time–convolution of their respective WVDs Wx1(t, f) and
Wx2(t, f) as in (II.17);

x3(t) = x1(t) ∗
t
x2(t)

⇒ Wx3(t, f) = Wx1(t, f) ∗
t
Wx2(t, f) (II.17)

9. Modulation invariance: The WVD of the frequency–convolution of two signals
x1(t) and x2(t) yields the frequency–convolution of their respective WVDs
Wx1(t, f) and Wx2(t, f) as in (II.18);

x3(t) = x1(t) · x2(t)

⇒ Wx3(t, f) = Wx1(t, f) ∗
f
Wx2(t, f) (II.18)

10. Unitarity (Moyal’s formula): The energy calculated in the time domain is
conserved in the time–frequency domain through WVDs of the elementary
components x(t) and y(t) of a given signal, as in (II.19);

∣

∣

∣

∣

∫ +∞

−∞
x(t) y∗(t) dt

∣

∣

∣

∣

2

=
∫∫ +∞

−∞
Wx(t, ν) W ∗y (t, ν) dt dν (II.19)

Interferences - WVD The WVD is time and frequency invariant. Furthermore,
a range of peaks of the IF and TD of the analysed signal are directly readable
on the WVD [59, 60]. The WVD covers the spectral bandwidth of the analysed
signal. Moreover, fluctuations of the maximum frequency of the analysed signal is
well represented over the time domain by the WVD [61].

The analytic form of the analysed signal is necessary to avoid interference between
positive and negative frequency components. However, cross–terms within the WVD
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are unavoidable between components of the analysed signal. For a multicomponent
signal x(t) = x1(t) + x2(t), the WVD can be written as in (II.20);

Wx(t, ν) = Wx1(t, ν) +Wx2(t, ν) + 2ℜWx1x2(t, ν) (II.20)

where Wx1 and Wx2 are auto–terms, also know as signal–terms, are the WVDs of
x1(t) and x2(t) which are assumed to be analytic as well as x(t). Whereas the term
Wx1·x2 represents cross–terms, also known as outer–artefacts, which appear midway
between Wx1 and Wx2 within the time–frequency plane. Therefore, the WVD of
x(t) is formed by the WVDs of its constituents and cross–terms which represents
their cross–Wigner–Ville distribution (XWVD). Unfortunately, the obtained time–
frequency representation becomes unreadable for multicomponent signals.

Interferences (WVD) – practical illustration To clarify the interference
mechanism induced by the bilinear structure of the WVD, a signal of 256 sam-
ples formed by 4 gaussian atoms is synthesised and then analysed by the WVD,
as illustrated in Figure II.1. Moreover, the analytic form of the synthesised signal
is used instead of the original signal in order to reduce interferences between the
negative and positive frequencies.
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Figure II.1: Synthesised signal: four gaussian atoms (256 samples):
(n,f) = (50,0.1), (50,0.4), (200,0.1), (200,0.4), where n and f denotes the time

index and normalised frequency respectively.

Obviously, six cross–terms should occur between auto–terms shown in Figure II.1.
It should be noticed that two cross–terms between the two diagonally opposite com-
ponents are superimposed. Each interference occurs midway between each opposite
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atoms and the three other atoms. To clarify the mechanism of these spurious inter-
fering terms, the analytic form of the signal of Figure II.1 is analysed by the WVD,
and the obtained time–frequency distribution is represented in Figure II.2.
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Figure II.2: WVD of the analytic form of the four gaussian atoms’ signal. The top
and left panels illustrates the analysed signal (Figure II.1) and its

periodogram–PSD respectively.

Auto–terms of the gaussian atoms are recognised within the time–frequency plane
as components localised at the intersection between their time and frequency sup-
ports as illustrated in top and left panels of Figure II.3.

The use of analytic signal is helpful to avoid interference between positive and
negative frequencies. Indeed, Figure II.3 illustrates the WVD of the original syn-
thesised signal of Figure II.1. In comparison to WVD depicted in Figure II.2, the
obtained distribution is blurred with additional cross–terms between positive and
negative frequencies within the time–frequency plane. These cross–terms consider-
ably affect the readability of the computed distribution and confirms the usefulness
of the analytic form of the analysed signal instead of the signal itself.
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Figure II.3: WVD of the four gaussian atoms’ signal. The top and left panels
illustrates the analysed signal (Figure II.1) and its periodogram–PSD respectively.

Analytic signal The time–domain sampling of the WVD should be handled with
care. The WVD defined in (II.11) can be written5 by (II.21),

Wx(t, f) = 2
∫ +∞

−∞
x(t+ τ)x∗(t− τ) e−j4πfτ dτ (II.21)

Sampling the time variable in the WVD expression in (II.21) yields to a discrete–
time continuous–frequency expression, as in (II.22),

Wx[n, f) = 2Ts

∑

k

x[n+ k]x∗[n− k]e−j4πfk (II.22)

where Ts refers to the sampling period of the signal x(t) such that the discrete
signal is written by x[n] = x(nTs), where n refers to the discrete time index.

The expression (II.22) is periodic in the frequency domain at
1

2Ts
. If the signal is

sampled at the Nyquist rate6, its discrete WVD is aliased despite its correct spectral
representation through Fourier theory. Two solutions occurs regarding the signal,

5after a change of variable
τ

2
→ τ in (II.11) in pp.62.

6In Fourier theory, spectral aliasing can be avoided by sampling the signal at least at twice its
bandwidth which defines the Nyquist rate.
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applying a dyadic upsampling or using its analytic form. The bandwidth of the
analytic signal is half that of the original one. Moreover, this halved bandwidth
considerably reduces the interferences within the time–frequency plane. Therefore,
the analytic signal allows unambiguous extraction of the phase and the amplitude
of a signal, and therefore allows to define the instantaneous frequency.

The analytic signal of x(t) is given by (II.23),

xa(t) = x(t) + j HT{x(t)} (II.23)

where HT denotes the Hilbert transform.

The analytic signal can also be defined in the frequency domain by (II.24),

Xa(f) =











0 if f < 0
X(0) if f = 0
2X(f) if f > 0

(II.24)

where X(f) refers to the Fourier transform of xa(t), the analytic signal of x(t).
The spectrum of x(t) is then zero for the negative frequencies.

Analytic signal – practical illustration As illustrated in Figure II.4, a signal
formed by 2 gaussian atoms is considered to show the usefulness of the analytic form
of a given signal when calculating its WVD.
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Figure II.4: Synthesised signal: two gaussian atoms, 256 samples.
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Figure II.5: WVD of the two gaussian atoms’ signal (real signal) of Figure II.4.

As illustrated in Figure II.4, four terms appears in the WVD rather than two
because of spectral aliasing. Additional spurious terms are also present due to
interferences with negative normalised frequency terms located between −0.5 and
0. To remove these unwanted terms except for interference term occurring midway
between auto–terms, the analytic version of the analysed signal is used to bring
about a smoothed time–frequency distribution.
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Figure II.6: WVD of the two gaussian atoms’ signal (analytic signal) of Figure II.4.

As depicted in Figure II.6, auto–terms are well recognised with an unavoidable
midway interfering term. Spectral aliasing disappears as well as interference between
positive and negative frequencies. Indeed, the analytic signal as a complex version
of the analysed signal shows its usefulness in improving the WVD representation.
However, the remaining cross–terms needs additional smoothing through modified
distributions to be removed.

II.1.2 Pseudo Wigner–Ville distribution (PWVD)

The energy of the analysed signal can be estimated by using the term qx(t, τ) =

x

(

t+
τ

2

)

x∗
(

t− τ

2

)

. This formulation generates a windowed estimation of that

energy since the analysed signal have a limited time support. The consequent distri-
bution, which is inevitably a smoothed version of the WVD, is also known as Pseudo
Wigner–Ville distribution (PWVD), as in (II.25);

PWx(t, ν) =
∫ +∞

−∞
h(τ)x

(

t+
τ

2

)

x∗
(

t− τ

2

)

e−j2πντ dτ (II.25)

where h(t) is the window function. This time windowing yields frequency smooth-
ing of the WVD, as in (II.26);

PWx(t, ν) =
∫ +∞

−∞
H(ν − θ)Wx(t, θ) dθ (II.26)
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where H(ν) denotes the Fourier transform of h(t). The obtained time–frequency
distribution is smoothed over the frequency domain. However, this smoothing is
carried out at the cost of losing some nice properties, e.g. marginals’ property,
unitarity, frequency support conservation. Moreover, each auto–term is widened
within the time–frequency plane.

Pseudo–WVD – practical illustration As depicted in Figure II.7, frequency
smoothing carried out through time windowing removes cross–terms oscillating per-
pendicularly to the frequency axis.
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Figure II.7: PWVD of the Four gaussian atoms’ signal (analytic signal) of
Figure II.1.

Moreover, the analytic version of the analysed signal can be used to improve
the obtained time–frequency representation calculated through PWVD. Figure II.8
illustrates the PWVD of the analytic version of the two gaussians’ signal of Fig-
ure II.4. Indeed, auto–terms are well emphasised by removing cross–terms within
the time–frequency plane.



II.1 Energy distributions 71

N
o

r
m

a
li

s
ed

fr
eq

u
e
n

c
y

time, samples

P
S

D

A
m

p
li

tu
d

e

50 100 150 200 250
0

0.1

0.2

0.3

0.4

0.5

−0.4

−0.2

0

0.2

0.4

Figure II.8: PWVD of the two gaussian atoms’ signal (analytic signal) of
Figure II.4.

WVD vs spectrogram In order of highlight the benefits behind using the WVD,
it is worthy to compare it with the spectrogram (section II.2.1). The spectrogram
is quadratic, therefore, it is one of the Cohen’s class distributions [62, 63]. The
spectrogram is calculated by a linear then a bilinear operations. Firstly, the linear
operator consists of a Fourier transform, and secondly the squared modulus as a
bilinear operator is applied to the signal to be analysed. In contrast, the WVD
begins with a quadratic estimation of the energy and then a Fourier transform is
applied to the signal’s energy according to (II.11) [64]. The spectrogram satisfies
time and frequency covariance as well as property (II.3). However, its main downside
is that marginal properties (II.4) and (II.5) which are not satisfied.

II.1.3 The Cohen’s class – definition

Covariance in time and frequency domains is the main property of the Cohen’s
class. Indeed, the distribution of a modulated and delayed signal is accordingly
shifted within the time–frequency plane. This property makes the Cohen’s class to
be considered as the generalised formulation of the WVD, as in (II.27),

Cx(t, ν; f) =
∫∫∫ +∞

−∞
ej2πθ(s−t) φ(θ, τ) x(s+

τ

2
)x∗(s− τ

2
) e−j2πντ dθ dsdτ (II.27)
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where φ(θ, τ) is an arbitrary function called the kernel [62] of the time–frequency
representation. This two–dimensional function ensures smoothing the time and fre-
quency domains. Different distributions are formulated by using different kernels
which leads to design various time–frequency distributions.

The Cohen’s class can also be defined equivalently in the frequency domain, as
in (II.28);

Cx(t, ν; Π) =
∫∫ +∞

−∞
Π(s− t, θ − ν) Wx(s, θ) dsdθ (II.28)

with

Π(t, ν) =
∫∫ +∞

−∞
φ(θ, τ) e−j2π(ντ+θt) dt dν (II.29)

Where Π refers to the Fourier transform of the kernel φ. For the WVD, the
function Π is a double Dirac impulse Π(t, ν) = δ(t) δ(ν) also defined in the time
domain by φ(θ, τ) = 1.

According to the unified formulation of (II.28), the WVD is considered as the
basic time–frequency distribution which allows to construct the overall distributions
of the Cohen’s class.

II.1.4 Smoothed Pseudo Wigner–Ville Distribution (SPWVD)

By recalling the Moyal’s formula in (II.19), the spectrogram can be considered as a
smoothed WVD, as in II.30;

Sx(t, ν) =
∫ +∞

−∞
Wh(s− t, θ − ν) Wx(s, θ) dsdθ (II.30)

Therefore, the Π(s, θ) = Wh(s, θ) smoothing function of the spectrogram is the
WVD of the windowing function h. Therefore, the unavoidable time and frequency
resolutions trade–off can be construed through the WVD of the windowing func-
tions. The duration of the smoothing function defines the time resolution which
is inversely proportional to frequency resolution. However, by considering an addi-
tional smoothing function Π(t, ν), as in (II.31),

Π(t, ν) = g(t) H(−ν) (II.31)

where H(ν) is the Fourier transform of the smoothing window h(t). The smooth-
ing achieved through the function Π(s, θ) = Wh(s, θ) of the spectrogram is now
replaced by a double smoothing both in time and frequency domains. Therefore,
time and frequency domains within the WVD are smoothed independently. The
resulting distribution is known as the Smoothed pseudo Wigner–Ville distribution
(SPWVD).
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The SPWVD reduces the unwanted cross–terms of the WVD by two–dimensional
low–pass filtering. This smoothing is achieved by a double convolution in time and
frequency by two functions g and h through the kernel φ(u,Ω) = g(u)H(Ω) according
to (II.32) [65];

The SPWVD has a separable smoothing kernel formed by
(

g(t), H(f)
)

which
provides an independent control of the time and frequency resolutions. For a zero
time–resolution, i.e., g(t) = δ(t), the calculated SPWVD has no time smoothing.
Thus, the resulting time–frequency distribution is the Pseudo–WVD (PWVD).

SPWx(t, ν) =
∫ +∞

−∞
h(τ)

∫ +∞

−∞
g(s− t)x

(

s+
τ

2

)

x∗
(

s− τ

2

)

ds e−j2πντ dτ (II.32)

where g and h are two weighting functions.

Smoothing the time–frequency distribution affects localising the signal within the
time–frequency plane. Therefore, a trade–off between interference attenuation and
time–frequency localisation should be respected [66, 67, 62, 68, 57].

SPWVD - practical illustration Figure II.9 illustrates the SPWVD of the ana-
lytic version of a signal formed by 4 gaussian atoms (Figure II.1). The obtained time–
frequency representation contains no interference terms but at the cost of widening
each auto–term of the analysed signal.
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Figure II.9: SPWVD of the four gaussian atoms’ signal (analytic signal) of
Figure II.1.
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II.1.5 Reassigned Smoothed Pseudo Wigner–Ville Distribution
(RSPWVD)

The reassignment method was first applied by Kodera et al. [69, 70] to the spec-
trogram to surpass its unavoidable Gabor–Heisenberg inequality [71, 57] to provide
a better time–frequency representation. Auger et al. [72] studied the reassignment
method and demonstrated its effectiveness to improve the readability of all the bi-
linear time–frequency representations. This method rearranges the coefficients of
the time–frequency distribution around new zones to yield a high resolution TFR.
Thus, this method can be used as a complement to any bilinear time–frequency
distribution.

The reassignment method can be formulated by recalling the generalised time–
frequency representation of the Cohen’s class (section II.1.3). Integration within
the time–frequency distribution in (II.27) refers to the sum of distributions at
a point (t, ω) within the time–frequency plane. This is the sum of the terms
φT F (u,Ω)WV (x; t−u, ω−Ω) which represents the weighted coefficients of the WVD
in the points at the vicinity of (x; t − u, ω − Ω). Therefore, the distribution is con-
centrated at the time–frequency support of the kernel φT F (u,Ω). Unfortunately,
cross–terms are attenuated at the cost of spreading the auto–terms of the anal-
ysed signal. The modified time–frequency distribution attributes new values of each
coefficient to its neighbouring centre of gravity according to (II.33) and (II.34) as
follows;

t̂(x; t, ω) = t−
∫∫

u · φT F (u,Ω)WVx(t− u, ω − Ω)du
dΩ
2π

∫∫

φT F (u,Ω)WVx(t− u, ω − Ω)du
dΩ
2π

(II.33)

ω̂(x; t, ω) = ω −
∫∫

Ω · φT F (u,Ω)WVx(t− u, ω − Ω)du
dΩ
2π

∫∫

φT F (u,Ω)WVx(t− u, ω − Ω)du
dΩ
2π

(II.34)

The reassigned time–frequency representation is then formulated by (II.35) as
follows;

RTFR(x; t′, ω′) =
∫∫

TFR(x; t, ω)δ
(

t′ − t̂(x; t, ω)
)

· δ
(

ω′ − ω̂(x; t, ω)
)

dt
dω
2π

(II.35)

where δ(.) denotes the Dirac impulse.

The reassigned distribution is time and frequency shift–invariant, and respects
the energy conservation property. Moreover, the reassignment perfectly localises
chirps [72]. The reassignment method [73] applied to the SPWVD modifies values of
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the time–frequency representation by calculating the local centres of gravity ta(t, ν)
and νa(t, ν) of the SPWVD in every point of the time–frequency representation,
then by assigning the energetic content to the new point within the time–frequency
plane according to (II.36) as follows;

|Fx(t, ν)|2 −→ Sx

(

ta(t, ν), νa(t, ν)
)

(II.36)

Therefore, the reassignment method improves the readability of the calculated
time–frequency representation by boosting the time and frequency resolutions [72,
73, 74].

Reassigned–SPWVD – practical illustration Figure II.10 illustrates the SP-
WVD of the signal formed by four gaussian atoms of Figure II.1 by smoothing
functions g and h of 32 samples. The obtained time–frequency distribution is re-
covering the actual conent of the synthesised signal of Figure II.1. Therefore, the
reassignment of time–frequency distributions should be a powerful method towards
analysing the non–stationary content of phonocardiographic signals.
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Figure II.10: RSPWVD of the four gaussian atoms’ signal of Figure II.1: g and h

functions of 32 samples.

II.1.6 Additional methods

Several time–frequency methods exists with various properties. In this section, some
time–frequency analysis methods are presented; namely Page distribution, Rihaczek
distribution, Margenau–Hill distribution, and Choi–Williams distribution. Benefits
and drawbacks of these methods are studied through their theoretical background, as
well as practical illustrations applied on gaussian atoms based signals. This discus-
sion supports selecting which method to be considered in analysing phonocardiogram
signals.
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Page distribution Power spectral density rules out representing the signal con-
tent in the time domain. To overcome this drawback, Page proposed a causal energy
density calculated at each time instant through the overall duration of the signal.

Page considered a running time (denoted t′) and the present time (denoted t) to
define the running spectrum of a signal. This causality reasoning is expressed as
in (II.37);

X−t (ν) =
∫ +∞

−∞
xt(t′) e−j2πνt′

dt′

=
∫ t

−∞
xt(t′) e−j2πνt′

dt′ (II.37)

where the (−) sign refers to prior time instants observed down to −∞. The
cumulative energy up to instant t is estimated as given in (II.38);

∫ t

−∞
P−(t′, ν) dt′ =

∣

∣

∣X−t (ν)
∣

∣

∣

2
(II.38)

By differentiating (II.38) with respect to time, Page defined an instantaneous
power spectrum based on the temporal variation of the causal energy density [57, 75].
Thus, the Page distribution is defined, as expressed in (II.39);

P−(t, ν) =
d
dt

∣

∣

∣X−t (ν)
∣

∣

∣

2
(II.39)

This distribution is an element of the Cohen’s class generated by a kernel φ, such
that φ(θ, τ) = ejθ|τ |/2. By substituting (II.37) in (II.38), the Page distribution can
be expressed by (II.40) as follows;

P−(t, ν) =
d
dt

{

∣

∣

∣

∣

∫ t

−∞
x(u) e−j2πνudu

∣

∣

∣

∣

2
}

= 2ℜ
{

x∗(t)X−t (ν) ej2πνt
}

(II.40)

According to its theoretical formulation, the Page distribution is a gradient of
energy distribution of the analysed signal.

The Rihaczek distribution The Rihaczek distribution (RD) estimates the sig-
nal’s energy within an elementary time and frequency intervals. The analysed signal
is then viewed during a reduced temporal interval δT centred on instant t. The
frequency support is also reduced to a band–pass filter δB centred on ν. The signal
x(t) and its Fourier transform defines the signal’s energy within a time–frequency
box reduced to δT in time and to δB in frequency which yields a complex valued
estimate of the signal energy around (t, ν) as expressed in (II.41);
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δT δB

[

x(t)X∗(ν)e−j2πνt
]

(II.41)

According to (II.41), the Rihaczek distribution is defined as expressed in (II.42);

Rx(t, ν) = x(t)X∗(ν)e−j2πνt (II.42)

The Rihaczek distribution7 is an element of the Cohen’s class with a kernel
φ(θ, τ) = ejπθτ .

The Margenau–Hill distribution The real part of the RD is calculated to yield
a new distribution named the Margenau–Hill distribution (MHD)8. This new distri-
bution is also an element of the Cohen’s class with φ(θ, τ) = cos (πθτ) as a kernel.

The main drawback of the RD and MHD is their interference structure which
occur at different locations in comparison to the WVD. Interferences between two
time–frequency regions located at (t1, ν1) and (t2, ν2) appears simultaneously at
(t1, ν2) and (t2, ν1).

The Margenau–Hill distribution – practical illustration Figure II.11 illus-
trates the MHD of a synthesised signal formed by two gaussian atoms localised at
(n, f) = (50, 0.1) and (200, 0.4) within the time–frequency plane. Indeed, cross–
terms appears at inverted positions of the original gaussian atoms within the time–
frequency plane; i.e. at (50, 0.4) and (200, 0.1).

7According to (II.41), the Rihaczek distribution is complex valued. It verifies several nice prop-
erties, namely; energy conservation, marginals properties, translation & dilation covariance, com-
patibility with filtering & modulation, wide–sense support conservation, unitarity, instantaneous
frequency, and group delay.

8The Margenau–Hill distribution verifies several properties; energy conservation, marginal prop-
erties, real–valued, translation and dilation covariance, wide–sense support conservation, instanta-
neous frequency, and group delay.
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Figure II.11: Margenau–Hill distribution of the two gaussian atoms synthesised
signal (Figure II.4): (n,f) = (50,0.1), (200,0.4). Duration: 256 samples.

This interference structure fails to adequately represent multicomponent signals
since cross–terms can overlap with auto–terms of the analysed signal. Therefore,
the Rihaczek and Margenau–Hill distributions are unsuited for the multicomponent
content of PCG signals.

The Choi–Williams distribution The Choi–Williams distribution (CWD)9 is
defined through a joint–smoothing of the WVD by a kernel φ depending only on the
product τθ as in (II.43);

φ(θ, τ) = Φ(τθ) (II.43)

where Φ is a decreasing function such that Φ(0) = 1.

Interferences are reduced by the kernel φ, which defines a category within the
Cohen’s class known as Reduced Interference Distributions (RIDs). The kernel
which defines the Choi–Williams distribution is expressed by (II.44) as follows;

φ(θ, τ) = e
−

(πθτ)2

2σ2 (II.44)
9The Choi–Williams distribution (CWD) verifies several properties, namely; energy conservation,

marginals properties, real–valued, translation & dilation covariance, instantaneous frequency, and
group delay.
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According to the gaussian formulation of the kernel of (II.44), the Choi–Williams
distribution is then expressed as in (II.45);

CWx(t, ν) =
√

2
π

∫∫ +∞

−∞

σ

|τ |e
−

2σ2(s− t)2

τ2 x

(

s+
τ

2

)

x∗
(

s− τ

2

)

e−j2πντ dsdτ

(II.45)

Where σ represents the kernel width, which controls interferences in the time–
frequency plane; i.e. a best interference smoothing can be obtained for small values
of σ. Conversely, the Choi–Williams distribution turns into a WVD for larger values
of σ tending to infinity.
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Figure II.12: Choi–Williams distribution (CWD) of a signal formed by 4 gaussian
atoms: (n,f) = (50,0.1), (50,0.4), (200,0.1), (200,0.4). Duration: 256 samples.

The kernel of the CWD is interfering for regions localised at same time or fre-
quency regions over the time–frequency plane. Therefore, the effectiveness of the
CWD depends enormously on the content of the analysed signal.

The Choi–Williams distribution – practical illustration To highlight this
interference structure, the 4 gaussian atoms of the signal of Figure II.1 are moved
around each other within the time–frequency plane at different time and frequency
supports which leads to 2 additional signals used for analysis.
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Figure II.13: Choi–Williams distribution (CWD) of a signal formed by 4 gaussian
atoms: (n,f) = (50,0.25), (128,0.1), (128,0.4), (200,0.25). Duration: 256 samples.

By comparing Figures II.12, II.13, & II.14, the limitation of the CWD in analysing
multicomponent signals became obvious. Indeed, Figures II.12 & II.13 show clearly
that the interferences occurs between atoms sharing the same time and frequency
supports.
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Figure II.14: Choi–Williams distribution (CWD) of a signal formed by 4 gaussian
atoms: (n,f) = (50,0.2), (100,0.4), (150,0.1), (200,0.3). Duration: 256 samples.

Moreover, the CWD of Figure II.14 shows no interferences within the time–
frequency plane since the atoms do not share the same time and frequency supports.
Thus, interferences occurring between time–frequency regions at overlapping time
and frequency supports is the main drawback of the CWD which is revealed to be
unsuitable for analysing multicomponent signals such as PCG signals.

II.2 Atomic decompositions

Fourier transform decomposes the signal into infinite sinusoids which is inappropriate
for limited time–support signals. A time–frequency representation can be defined
by sliding the analysis window over the time domain, which leads to the Short–
time Fourier transform (STFT). This is the first trivial and basic time–frequency
representation within atomic decomposition class also known as the Linear time–
frequency representations class.

Wavelet transforms decompose signals into wavelets rather than infinite sinusoids
as done by the STFT. The Continuous wavelet transform (CWT) represents the basic
concept of time–scale analysis as a trivial extension of the STFT. This transition is
theoretically achieved by replacing the infinite sinusoids by a zero–mean functions
known as wavelets. These wavelets are generated by translating a mother wavelet
dilated and compressed through the scale domain.

Mallat [76, 77, 78] proved that multiresolution analysis is a filtering process
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achieved through Quadrature mirror filters (QMFs). Therefore, the Discrete wavelet
transform (DWT) can be calculated by high–pass and low–pass filtering of the anal-
ysed signal over the analysis levels to yield approximations and details, respectively.

Additionally, wavelet packets (WP) is a natural extension of the DWT by decom-
posing every single node in approximation and detail. The obtained decomposition
tree is a an extended tree of that of the DWT. All packets are of equal bandwidth
up to half the sampling frequency of the analysed signal.

II.2.1 Short–time Fourier transform

The Short–time Fourier transform (STFT) of a given signal x(t) is defined as its
sliding Fourier transform over the time domain, as in (II.46);

STFTx(t, f ;h) =
∫ +∞

−∞
x(u) h∗(u− t) e−j2πfu du (II.46)

where h(t) is the analysis window.

This running spectrum can be improved by overlapping the sliding weighting
windows to recover information at the beginning and the end of each window. Ac-
cording to Welch[79], the best overlapping can be reached at 50% of the weighting
function duration.

The finite duration of the weighting function makes the STFT invertible, as
in (II.47);

x(t) =
1
Eh

∫∫ +∞

−∞
STFTx(u, ξ;h) h(t− u) ej2πuξ dudξ (II.47)

where Eh represents energy of the sliding window.

According to (II.47), the signal is decomposed into a sum of weighted functions
formed by the weighting function and exponential term in (II.47), as in (II.48);

ht,f = h(u− t) ej2πfu (II.48)

The instant t becomes the localisation of the sliding window, and ensures the
localisation of the STFT over the time–frequency plane. The signal is then decom-
posed into functions also known as atoms. The elementary atoms are formed by
shifting the basic function h(t) both in time and frequency. According the time–
frequency duality, the STFT can also be expressed as in (II.49);

STFTx(t, f ;h) =
∫ +∞

−∞
X(ξ) H∗(ξ − f) ej2πt(ξ−f) dξ (II.49)

where X and H represent the Fourier transform of the analysed signal x and
the sliding window h, respectively. It became obvious that the STFT is the time–
frequency representation of the filtered version of the analysed signal by a sliding
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band–pass filter with a frequency response H∗(ξ−f) centred at f over the frequency
domain. Therefore, the STFT is equivalent to a band–pass filter bank of constant
bandwidth.

The STFT – properties

The STFT preserves time and frequency shifts as in (II.50) and (II.51), respectively:

STFT{x(t)·ej2πtf0} (t, f ;h) = STFT{x(t)} (t, f − f0;h) (II.50)

STFT{x(t−t0)} (t, f ;h) = STFT{x(t)·ej2πt0f} (t− t0, f ;h) (II.51)

The time and frequency resolutions of the STFT are inversely proportional.
Therefore, a trade–off between the time and frequency resolutions should be en-
sured to get a better time–frequency representation. Indeed, a good time resolution
can be reached by using a shorter weighting window h(t) at the cost of a reduced
frequency resolution, and vice versa.

Spectrogram

The spectrogram is defined as the squared modulus of the STFT of a given signal
x(t). This transform is a linear projection combined with a quadratic operation
which provides an energy estimation of the analysed signal [80], as in (II.52);

SPECx(t, ν) =
∣

∣

∣

∣

∫

x(τ)h∗(τ − t)e−j2πντ dτ
∣

∣

∣

∣

2

(II.52)

where h∗(t) is the sliding window.The spectrogram is faced to the same time and
frequency resolutions trade–off of the STFT (section II.2.1), which is its main draw-
back. The spectrogram is a time and frequency smoothed version of the Wigner–Ville
distribution [80]. Interferences exist within the spectrogram of a multicomponent
signal at the midway region between autoterms over the time–frequency plane. This
quadratic structure can be expressed as in (II.53);

SPECx1(t)+x2(t)(t, ν) = SPECx1(t)(t, ν)+SPECx2(t)(t, ν)+ℜ
{

SPECx1(t),x2(t)(t, ν)
}

(II.53)

where SPECx1(t),x2(t)(t, ν) represents the cross–spectrogram of x1(t) and x2(t), and
ℜ denotes the real part.

The spectrogram respects the global energy distribution property as in (II.54);

∫∫ +∞

−∞
SPECx(t, ν) dt dν = Ex (II.54)
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Since the spectrogram is covariant to time10 and frequency11 shifts, then it is an
element of the Cohen’s class.

II.2.2 Wavelet transform

Wavelets were first introduced by Coifman, Meyer and Wickerhauser [81]. These
functions are able to localise oscillations within a signal both in time and in scale
domains. The scale parameter, which is introduced instead of frequency, take an
inverse effect on the wavelet amplitude, so when the wavelet is dilated then its ampli-
tude is reduced and vice versa. Wavelet transform known also as time–scale analysis
is based on projecting the energy signal on a scale–varying basis functions, which
cannot be accomplished by Fourier methods. Wavelet transform is revolutionary
since the signal’s energy is projected on a compact waves not infinite sinusoids as
done through Fourier methods.

Wavelet packet (WP) ensues from the Discrete Wavelet Transform (DWT) which
entails Quadrature Mirror Filters (QMFs) [82] to decompose the signal into its fre-
quency subband versions. The DWT and WPs are non redundant in comparison to
the Continuous Wavelet Transform (CWT), which calculate the wavelet transform
at close values of the scale. The CWT is calculation time consuming since it is
calculated as convolution between the analysed signal and the mother wavelet at
different scales.

The refinement equation

The refinement equation of the scaling function ϕ within wavelet analysis ensures
multiresolution decomposition of analysed data. These functions combination allow
to represent signals of finite energy at a given decomposition level j. Spaces formed
by functions Vj are conceived through the basis ϕ

(

2jt− k
)

at decomposition level
j and time shift k. Refinement of these spaces then formulated in (II.55).

Vj ⊕Wj = Vj+1 (II.55)

where Vj and Vj+1 are spaces of functions at decomposition levels j and j + 1,
respectively. The space Wj is all functions combination of the Hilbert space L2

resulting from the wavelet decomposition at level j. According to (II.56), this space
contains the details of the signal and the Vj spaces are the approximations spaces.

V0 ⊂ V1 ⊂ V2 · · · (II.56)

where V0 represents the coarse scale space, V1 is the finer space, V2 the even finer
space and so on. The analysis is more finer according to the decomposition level
which allow to qualify the wavelet analysis as multiresolution analysis. The space

10Time shift: SP ECx(t−t0)(t, ν) = SP ECx(t)(t − t0, ν)
11Frequency shift: SP ECx(t−t0)·ej2πν0t (t, ν) = SP ECx(t)(t, ν − ν0)
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V0 is formed by all combinations of functions ϕ with a temporal shift k which
can be denoted by ϕ (t− k). Similarly, the V1 space is constructed by all shifted
combinations of functions ϕ with a dyadic dilation of the time domain which provides
squeezing of functions of this space in comparison to V0 functions. Functions within
the space V1 are formulated as ϕ (2t− k).

Let us consider the function ϕ, which is an element of V0, to be expressed in
terms of functions of the space V1. Since V0 ⊂ V1, the function ϕ can be written as
combination of functions belonging to the space V1 according to Equation (II.57).

ϕ(t) = 2
N

∑

k=0

h0 (k)ϕ (2t− k) (II.57)

where h0 (k) represents coefficients defined by Mallat [78, 76]. According to (II.57),
the function ϕ is a convolution product between combination of the squeezed func-
tions ϕ (2t− k) and coefficients h0 (k). Since V0 is the resulting space of this con-
volution which represents the coarse scale, then coefficients h0 (k) forms a low–pass
filter. This is a key finding of researchers at the early 1980’s, highlighting that there
is no need to calculate a direct projection of a signal through a wavelet basis, but
only low–pass filtering provides the same approximation space V0.

Continuous Wavelet Transform (CWT)

Wavelet transform [83, 82, 84] consists of sweeping the signal to be analysed by a
mother wavelet at different levels. The Continuous Wavelet Transform CWTa,b of a
given signal x(t) is defined as the inner product between the signal and scaled and
translated versions of the mother wavelet ψa,b(t) as in (II.58);

CWTa,b{x(t)} =
∫ +∞

−∞
x(t)ψ∗a,b(t)dt (II.58)

where the asterisk denotes the complex conjugate.

The analysed signal is projected into a wavelet basis constructed by shifted and
scaled versions of a mother wavelet as in (II.59).

ψa,b(t) =
1

√

|a|
ψ

(

t− b

a

)

(II.59)

where a and b represent the scale and time shift respectively. The factor |a|−1/2 en-
sures energy normalisation. The wavelet should vanish rapidly and therefore satisfy
the admissibility condition given in (II.60).

∫ +∞

−∞
ψ (t) dt = 0 (II.60)
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The continuous nature of the CWT is about calculating coefficients of the wavelet
transform at every scale. Therefore, shifting wavelets during computation is smooth
so the CWT can be qualified as continuous. Unfortunately, this calculation structure
makes the CWT redundant since neighbouring coefficients are of correlated values.
Hence, The CWT is of heavy computation time which imply a reduced number of
samples to be processed which is not coherent with monitoring biomedical signals
done generally for long durations.

Scalogram Similarly to the spectrogram structure, the scalogram is defined as
the squared modulus of the wavelet transform. The obtained time–frequency distri-
bution preserves the energy of the analysed signal in both time and scale domains
as in (II.61);

∫∫ +∞

−∞
|CWTx(t, a;ψ)|2 dt

da
a2

= Ex (II.61)

The scalogram respects the same resolution behaviour of the wavelet transform.
The time and frequency resolutions varies with the scale within the time–scale plane.

Scalogram – practical illustration To highlight the content dependent be-
haviour of the time and frequency resolutions of the scalogram, a signal formed
by four atoms at (t, f) = (50, 0.2), (100, 0.4), (150, 0.1), and(200, 0.3) over the time–
frequency plane is considered for analysis, also used in Figure II.14. The time–scale
representation is converted to a time–frequency representation by rearranging12 the
scalogram coefficients according to the central frequency of the mother wavelet.

12Fa =
Fc

a · ∆
, where a: scale, ∆: sampling period, Fc: central frequency of the mother wavelet,

Fa: pseudo–frequency corresponding to a.
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Figure II.15: Scalogram (Morlet wavelet) of the 4 gaussian atoms’ signal at
(t, f) = (50, 0.2), (100, 0.4), (150, 0.1), (200, 0.3).

Indeed, as illustrated in Figure II.15, the four gaussian atoms are spread for
higher scale values over the time domain with a better frequency resolution. For
lower scale values, the atoms are narrower according to the time domain but spread
through the frequency domain. Therefore, the frequency resolution increases as the
signal’s frequency decreases. Moreover, the obtained time–frequency distribution
obviously confirms the cone shape of the scalogram through the scale domain.

Discrete Wavelet Transform (DWT)

The Discrete Wavelet Transform (DWT) became a widely used method within
advanced digital signal processing techniques thanks to the fast wavelet trans-
form (FWT) developed by Mallat in 1988 [76]. The DWT allow quantifying the
signal’s energy over the frequency domain by means of quadrature mirror filters
(QMFs) [78, 76, 77]. Indeed, as depicted in Table II.1, the signal to be analysed is
high–pass and low–pass filtered at every decomposition level. The high–pass and
low–pass filters yields high and low frequency contents called approximation (A) and
detail (D), respectively.

Only approximations are split at every decomposition level.
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Level Bandwidth Signal, up to Fs

2

1 Fs

4 A D
2 Fs

8 AA AD — —
3 Fs

16 AAA AAD — — — — — —

Table II.1: Frequency bands decomposition by the DWT.

Level Bandwidth Signal, up to Fs

2

1 Fs

4 A D
2 Fs

8 AA AD DA DD
3 Fs

16 AAA AAD ADA ADD DAA DAD DDA DDD

Table II.2: Frequency subbands decomposition by wavelet packets

ADAA

DA

signal

Figure II.16: Binary tree structure of the Discrete Wavelet Transform (DWT) at
two decomposition levels.

Wavelet packets

A library of wavelet packets bases of orthogonal mother wavelet is a reliable tool
for decomposing a given signal into subband signals. Wavelet packets is a reliable
tool towards decomposing a given signal into its forming spectral subbands. The
decomposition is achieved through quadrature mirror filters (QMFs) of an orthonor-
mal base. The energy of the analysed signal is therefore partitioned according to
each node through the binary tree of wavelet packets. The wavelet packet decompo-
sition (WPD) is an obvious extension of the DWT which decomposes a signal into
approximation and detail for every level as illustrated in Table II.2 and Figure II.17.
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DDDAADAA

DA

signal

Figure II.17: Binary tree structure of wavelet packets at two decomposition levels.

Wavelet packets splits every detail for each decomposition level in approximation
and detail. This is a time–scale method which provides successive filtering of the
original signal into elementary signals at each decomposition level. Orthonormal
wavelet packet bases involve quadrature mirror filters (QMFs) to represent the fre-
quency content of a signal into multiple subbands. A discrete signal of N samples
can be decomposed into 2N/2 wavelet packet bases [77].

II.3 Conclusion

In this chapter, various time–frequency methods were studied according to their the-
oretical background. Moreover, their practical structure were investigated through
comparative examples to show their advantages and drawbacks. Two main cate-
gories gather the studied time–frequency methods; namely energy distributions and
atomic decompositions.

The first methods’ family is formed on the base of the Wigner–Ville distribution
(WVD). The analysis kernel is key to define the Cohen’s class. Indeed, the Cohen’s
class is naturally introduced through properties unifying several time–frequency
methods with various analysis kernels. The theoretical study of these methods
allows to select the appropriate methods to be used during analysis of phonocar-
diographic signals. The Cohen’s class, also known as shift–invariant class, yields a
generalised view of time–frequency methods.

The second family is basically formed on time–scale methods. Firstly, the Short–
time Fourier transform (STFT), as a running spectrum over the time domain, de-
composes the signal’s energy through an exponential basis. The main drawback of
the STFT is its inevitable time and frequency resolutions trade–off. The wavelet
transform resolves this issue by ensuring a multiresolution analysis by decomposing
the signal on a convenient waveform basis. However, selecting the mother wavelet
during analysis over all existing wavelets still a problematic issue during analysis.

The spectrogram and the scalogram, which are the squared modulus of the STFT
and the wavelet transform respectively, define atomic energy distributions. The
spectrogram verifies some properties which make it an element of the Cohen’s class.
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The scalogram is an affine distribution which defines the affine energy distributions’
class.

Additionally, wavelet packets as well as the discrete wavelet transform are power-
ful tools as multiresolution time–scale analysis methods. However, the main practical
issue in time–scale analysis is selecting the mother wavelet to be used for decompos-
ing phonocardiographic signals. Wavelet that respects orthogonality are required in
wavelet packets to adequately represent energy of the analysed signals.



Chapter III

Time–frequency analysis of
phonocardiograms

This chapter presents analysis results of phonocardiographic signals by time–
frequency representations. The analysed data emanates from two sources; from
the “LGB–IRCM Cardiac Valve Database” recorded at the “Institut de recherches
cliniques de Montréal” and at the “Montreal General Jewish Hospital” in Quebec
(Canada), and from the “Centre hospitalier universitaire de Tlemcen (Algeria)”
recorded by the author by means of the PCG Recorder system (Figure III.1) devel-
oped during this work.

The intracardiac valvular functioning is to be explored within the time–frequency
plane by energy distributions as well as atomic decompositions applied to heart
sounds and murmurs. Each analysis methods’ category is useful for a specific pur-
pose.

The intracardiac activity is to be explored by time–frequency analysis methods.
Indeed, Wigner–Ville based distributions with their high performance in representing
multicomponent signals are to be applied to phonocardiographic signals. Thus, time
and frequency smoothing over the time–frequency plane of the Smoothed pseudo
Wigner–Ville distribution is to be applied on simulated and real PCG signals of the
CHUT1 and the LGB–IRCM2 cardiac valve database. Improvement of the computed
SPWVD can be achieved through reassignment of the obtained time–frequency rep-
resentation. The scalogram computed as square modulus of the CWT rearranges
coefficients of the time–scale representation into a time–frequency representation.
An adapted mother wavelet to heart sounds is to be developed to achieve an ad hoc
time–frequency representation of phonocardiographic signals. Additionally, wavelet
packets reduces the redundancy of the CWT through elementary energy packets at
various frequency subbands.

This chapter is partitioned into four sections. Section III.1, entitled “Phonocar-
diographic data”, presents information about phonocardiographic signals recorded

1Centre hospitalier universitaire de Tlemcen, Algeria
2Laboratoire de génie biomédical–Insitut de recherches cliniques de Montréal, Quebec, Canada
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within the CHUT (Centre hospitalier universitaire de Tlemcen), and emanating
from the LGB–IRCM cardiac valve database. Section III.2, entitled “Segmenta-
tion of PCG signals”, presents algorithms and segmentation results of phonocardio-
graphic signals of the LGB–IRCM cardiac valve database. Section III.3, entitled
“Time–frequency analysis of PCG signals” presents various developed analysis and
detection techniques of phonocardiographic signals within the time–frequency plane.
Finally, section III.4, entitled “Wavelet analysis applied to PCG signals” presents
analysis results of phonocardiographic signals by the Continuous wavelet transform
and wavelet packets.

III.1 Phonocardiographic data

Phonocardiographic data analysed in this work originate from two sources. Firstly,
from the CHUT3 where several PCG signals were recorded using a phonocardio-
graphic recording system. This system was developed within this present work by
the author to record various PCG signals of patients admitted to the Cardiology
department of the CHUT. Secondly, phonocardiographic data from the LGB–IRCM
cardiac valve database, which are simultaneously recorded with an ECG signal for
segmentation purposes.

III.1.1 The CHUT database

A novel data acquisition system, named PCG Recorder, has been developed by the
author [2, 3] to record phonocardiographic signals at the cardiology department of
the Teaching hospital of Tlemcen.

Hardware

In comparison to data acquisition equipment, the developed system is largely
cheaper. The hardware of our data acquisition system is based on sound cards of
personal computers which are widely available nowadays. The hardware equipment
consists of a stethoscope membrane, a microphone, an audio cable and a soundcard
of a personal computer as illustrated in Figure III.1.

3Centre hospitalier universitaire de Tlemcen, Algeria.
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Figure III.1: PCG data acquisition system.

The acoustic probe is formed by a microphone, a stethoscope membrane, as
well as an audio cable and an audio connector which are necessary to assemble all
parts together as depicted in Figure III.2. Vibrations are then carried through the
microphone which is connected to the analog input of a soundcard of a personal
computer.

audio cable
audio connector

microphone

stethoscope head

Figure III.2: Heart sounds’ probe.

Software

The software consists of a GUI4 (Figure III.3) developed under a MATLAB environ-
ment. The core of this GUI allows acquisition of the analog input of the soundcard
of a personal computer. The driving program uses functionalities of the Data Ac-
quisition Toolbox of MATLAB for monitoring the acquisition task.

4Graphical User Interface
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Figure III.3: PCG Recorder GUI [2, 3] developed under a MATLAB environment.

The PCG Recorder system acquires data at 16 bits resolution and a sampling
frequency selected according to Nyquist sampling rate to avoid spectral aliasing.
The acquired signal and patient clinical information are both saved within the same
PCG data file with ‘.PCG’ extension. Several parameters are saved within this
data file, especially the sampling frequency. Moreover, clinical information of the
examined patient are also stored as metadata within the same data file, e.g. the sex,
age and weight of the patient as well as the auscultation area where the stethoscope
membrane was placed during the recording.

Phonocardiogram Recording

Phonocardiographic data were acquired at the Cardiology department of the CHUT.
Several cardiac disorders were investigated through PCG signals recorded in situ by
means of the developed data acquisition system (e.g. aortic regurgitation, aortic
stenosis, mitral regurgitation, mitral stenosis, pericardial friction rub, and ventricu-
lar septal defect).

Patients were diagnosed by experienced cardiologists. In a quiet room, the acous-
tic probe (Figure III.1) has been carefully positioned on the chest of the patient.
However, the background noise is not avoidable during the recording process. Each
patient recording includes PCG signals recorded from the four basic auscultation
areas; namely the mitral, tricuspid, aortic and pulmonic areas.

III.1.2 The LGB–IRCM cardiac valve database

This database is formed by simultaneously recorded ECG & PCG signals. The
recording is carried out in the IRCM5 and the Montreal JGH6 on 172 patients with

5Institut de recherches cliniques de Montreal, Québec, Canada.
6Montral Jewish General Hospital, Quebec, Canada.
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a prosthetic heart valve placed in the aortic or mitral cardiac orifices.

Among these patients, 108 patients had a bioprosthesis in the aortic position,
45 patients had a bioprosthesis in the mitral position, 3 patients had a mechanical
prosthesis in the aortic position, 11 patients had a mechanical prosthesis in the
mitral position. Five patients had a double valve replacement.

The patient was placed in dorsal decubitus in a recording room. The back of the
bed was raised to have 45◦ between the bust of the patient and the horizontal plane.
After that, a thorax auscultation had been carried out to localise the auscultation
areas on the chest of the patient. Subsequently, the recording was carried out after
5 minutes rest and calm breathing. A precordial multi–sites recording was carried
out from the aortic, pulmonary, left ventricular, and apical auscultation areas. For
each PCG recording, the ECG (derivation II) signal was simultaneously recorded.

The PCG signal was band–pass filtered between cut–off frequencies of 50 and
2 kHz. The PCG and ECG signals were digitised by a 12 bits analog–to–digital
converter on IBM–PC computer at sampling rates of 5 kHz and 500 Hz respectively.
The ECG was recorded to be used as a reference signal in segmenting the PCG signal
in systole and diastole phases. Each recording contains approximately 30 cardiac
cycles.

III.2 Segmentation of PCG signals

Phonocardiographic data of the LGB–IRCM cardiac valve database are segmented
into systole and diastole phases before any analysis. This segmentation provide an
averaged systole and diastole PCG signals. By joining these phases, a global overview
of heart sounds is reached through the averaged cardiac cycle PCG signal of a
considerably reduced background noise. This systole and diastole PCG segmentation
is accomplished by detecting their synchronised waves within the simultaneously
recorded ECG signal, namely the R peak and the end of the T wave.

This ECG waves detection is achieved by an algorithm proposed and validated
by Zhang et al. [85, 86]. This algorithm allows to localise the R–peak and the end of
the T–wave of the simultaneously recorded ECG signal, which are synchronised with
the beginning of the S1 and S2 heart sounds, respectively. The R-peaks within ECG
signals are detected by parabolic fitting. The T–waves of ECG signals are detected
by calculating an integration in a sliding window which reaches its maximum at the
end of these waveforms. The T–wave detection is based on its concavity feature
and do not require any threshold assumption. This algorithm is validated on the
QT database [87] of PhysioNet7 by taking into account the noise level and the
waveform morphology variation within the ECG signal. Zhang’s algorithm ensures
correct detection of systole and diastole phases for almost all ECG signals of the
LGB–IRCM cardiac valve database.

7www.physionet.org
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Figure III.4: Segmentation of the PCG signal in systole and diastole using an
ECG–based R and T waves detection, LGB–IRCM cardiac valve database, data

file: 10001.11 (40 cardiac cycles).

Before analysing PCG signals, the first and second heart sounds are adjusted
among the running cardiac cycles by a cross–correlation algorithm developed within
this work. The adjusted heart sounds are illustrated in Figure III.5. This novel
technique overcomes jitter of the S2 heart sound among the segmented PCG signal.

III.3 Time–frequency analysis of PCG signals

The Wigner–Ville distribution and its smoothed and reassigned versions are of great
interest towards analysing heart sounds and murmurs. These bilinear methods over-
come the basic time–frequency trade–off the spectrogram.

Xu et al. [88, 89] demonstrated that heart sounds are mainly formed by fre-
quency modulated chirps. Furthermore, as argued by Boashash [90], the Wigner–
Ville Distribution (WVD) can adequately represent chirps. Therefore, WVDs and
its improved versions should yield high resolution time–frequency representations of
heart sounds.

Time–frequency representations can also be generated through time–scale anal-
ysis. Indeed, the estimation of the central frequency of the mother wavelet within
a Continuous wavelet transform (CWT) allow to rearrange the coefficients of the
time–scale representation of the analysed signal [8, 91]. Since heart sounds are of
frequency modulated chirp content, a chirp–based mother wavelet was studied and
validated as a mother wavelet. Wavelet packet are then used as a global method to
quantify the pathological nature of the analysed PCG signals.
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(b) Adjusted systole phases in (a).
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(c) Segmented diastole phases.
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(d) Adjusted diastole phases in (c).
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Figure III.5: Cross–correlation adjustment of the systole and diastole phases of the
PCG signal within the LGB–IRCM data file: 10001.11. (a) Segmented systole

phases, (b) Adjusted systole phases, (c) Segmented diastole phases, (d) Adjusted
diastole phases.

III.3.1 SPWVD of normal and abnormal PCGs

Using the acquisition system [2] described in section III.1.1, normal and abnormal
heart sounds are recorded with appropriate settings. Phonocardiographic signals
are recorded from the aortic, tricuspid, mitral and pulmonic auscultation areas.

SPWVD of normal heart sounds

At isovolumetric ventricular contraction, the closure of the mitral and tricuspid
heart valves constitute the main origins of the first heart sound (S1) [92]. Indeed, as
illustrated in Figure III.6; the S1 heart sound recorded from the aortic auscultation
area is the more attenuated when compared to the other auscultation areas. This
is due to the remoteness of the stethoscope head from its originating heart valves
(mitral and tricuspid). Thus, at the mitral auscultation area, the first heart sound
(S1) is stronger at its beginning, which should be the mitral valve contribution (M1).
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From the aortic auscultation area, the aortic heart valve closure contributes strongly
to the second heart sound (S2).

(d)

(c)

(b)

(a)
diastolesystole S2S1

Figure III.6: Phonocardiogram signals (one cardiac cycle) of a normal subject
recorded from the (a) aortic, (b) tricuspid, (c) mitral and (d) pulmonic

auscultation areas.

Time–frequency representations (TFRs) of Figure III.7 are illustrated as bidi-
mensional images, represented by gray tone changing from white (lower values) to
black colour (higher values). Smoothing carried out by the SPWVD is obviously
well characterising heart sounds within the time–frequency plane.

Thus, the SPWVD is suitable for the analysis if such non–stationary signal which
still confusing the medical staff about its components origins. We should notice that
the position of the acquiring stethoscope over the chest wall of the patient between
mitral, tricuspid, aortic and pulmonic auscultation areas is filtering the acquired
PCG signal carried out by the heart–thorax system hypothesised by Durand et
al. [4]. Therefore, time–frequency bursts upon the obtained results could be related
to the closer valves and cavities within the myocardium.

The acquisition carried out from the aortic auscultation area, as illustrated by
Figure III.7(a); allow us to attribute the burst localised below 50 Hz to the aortic
valve within the S1 heart sound spectral content. Thus, the snapping of the atri-
oventricular heart valves (mitral and tricuspid) could be filtered by the heart–thorax
system as also quoted by Durand et al. [5]. As depicted by Figure III.7(b), for the
tricuspid auscultation area, the relatively strong burst localised at the vicinity of 60
Hz could be related to the mitral valve activity. The tarnished second heart sound
S2 is slightly marking frequencies below 50 Hz. As shown in Figure III.7(b), only
the tricuspid auscultation area allows the S1 and S2 heart sounds to be recorded
with comparative amplitudes. Moreover, the shape of the clearly delimited bursts
in Figure III.7 confirms modulation laws hypothesis towards heart sounds content
also quoted by Wood et al. [93, 94]. Thus, the first and second heart sounds, S1 and
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Figure III.7: SPWVDs of normal PCG signals of Figure III.6:(a) aortic,
(b) tricuspid, (c) mitral, and (d) pulmonic auscultation areas.

S2, are mainly generated by atrioventricular valves snapping as well as intracardiac
blood flow circulation.

Thus, the spectral activity in the S1 heart sound in Figure III.7(a) concerns the
aortic valve opening. Spectral bursts of each TFR within Figure III.7 are summarised
in Table III.1 shown below. Indeed, we remark that spectral contents of S1 and S2
are alternating between each chest wall auscultation area. For instance, the 25 Hz
component appears in S1 heart sound when acquired from the four auscultation
areas, and is absent at the pulmonic area. Thus, this spectral component could be
the effect of the tricuspid heart valve snapping.

The finding that should emphasise is the obvious alternating aspect of the fre-
quency regions of normal S1 and S2 heart sounds [95]. Indeed, alternating cardiac
activities are highlighted by the same gray tone colour within Table III.1. The S1
and S2 heart sounds occupies the same regions within the time–frequency plane but
with changed intensities for auscultation area within the same cardiac cavities.

It should be noticed that heart valves are sharing cardiac cavities within the
myocardium affects considerably the generated frequencies. Thus, Within the right
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S1 S2

Aortic M 25 Hz S 25 Hz
M 90 Hz
M 120 Hz

Pulmonic from 20 to 70 Hz
M 40 Hz —

Mitral M 25 Hz
S 50 Hz VW 25 Hz
M 90 Hz

Tricuspid S 25 Hz M 40 Hz
M 60 Hz M 70 Hz
S 120 Hz S 100 Hz

S: strong
M: medium
VW: very weak

Table III.1: Spectral content of S1 and S2 with regard to auscultation areas.

ventricle the pulmonic and the tricuspid valves interactively vibrate which yield this
frequency alternating sounds, and vice versa for the aortic and the mitral valves
which share the left ventricle. Indeed, we reexamine Table III.1 by highlighting
the shared frequencies between tricuspid and pulmonic valves, also between mitral
and aortic valves. Indeed, the 40 Hz component is present for only pulmonic and
tricuspid auscultation areas. Concerning the mitral and aortic valves, it can be
evidently confirmed that the 25 Hz and the 90 Hz spectral components are both
present. The spectral content around 25 Hz should represent the aortic heart valve
closing and is also strongly present at the S2 heart sound when acquired from the
aortic area.

SPWVD of abnormal heart sounds

Aortic stenosis heart sounds, which are mainly characterised by a systolic ejection
murmur and a reduced or absent second heart sound, are analysed for comparison
purposes. Hence, additional murmurs and changes upon heart sounds within the
PCG signal can be well characterised in the time–frequency plane. An example
of the recorded PCG signals of a subject with an aortic stenosis is illustrated in
Figure III.8.
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(d)

(c)
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(a)

diastolesystole
S2S1

Figure III.8: Phonocardiogram signals (one cardiac cycle) of an abnormal subject
(aortic stenosis) recorded from the (a) aortic, (b) tricuspid, (c) mitral and (d)

pulmonic auscultation areas.

As illustrated in Figure III.8, the aortic and pulmonic components of S2 in aortic
stenosis phonocardiograms are attenuated in comparison to S1. The whole systole
is covered by a strong diamond–shaped systolic murmur. This murmur is correlated
with the turbulent blood flow around the aortic orifice. The S1 heart sound is loudest
at the tricuspid (Figure III.8(b)) and mitral (Figure III.8(c)) auscultation areas,
which generates its main valvular components; namely T1 and M1, respectively.

Similarly to the normal case, only the tricuspid auscultation area allows us to
record strongest S1 and S2 heart sounds, but at displaced frequencies. Indeed, the
first heart sound S1 can be localised below 60 Hz when recorded from the tricuspid
auscultation area, and still weaker for other recordings. On the other hand, for the
same auscultation area, weaker second heart sound S2 can be perceived at frequen-
cies lower than 60 Hz. Indeed, as shown in Figure III.9(b), the first heart sound
S1 contains two separated bursts at 20 and 50 Hz. Furthermore, the second heart
sound S2 losses its high frequency content and conserves a burst around 30 Hz. This
should be the consequence of the stricture of the aortic valve and to the intracardiac
pressure due to regurgitated blood. The attenuation of S1 and S2 heart sounds is
confirmed to be one of the main characteristics of aortic stenosis lesion. Moreover,
the systolic ejection of blood through the stenosed aortic orifice begets a systolic
murmur clearly delimited in the time–frequency plane. Indeed, this murmur con-
serves its energy for all auscultation areas but with different shapes and at displaced
frequencies. However, the systolic murmur within the aortic stenosis PCG signal
is mainly characterised by two frequency modulation laws, at respectively 150 Hz
and 180 Hz, which appear with different shapes for every auscultation area upon
the chest. Another burst appearing between 0.6 sec. and 0.8 sec. in the time do-
main and lower than 20 Hz for the frequency domain (Figure III.9(b)), within the
time–frequency plane could be a third heart sound S3. The third heart sound is un-
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Figure III.9: SPWVDs of abnormal (aortic stenosis) PCG signal of Figure III.8:
(a) aortic, (b) tricuspid, (c) mitral and (d) pulmonary auscultation areas.

common for patients with aortic stenosis disease but usually indicate the presence
of systolic dysfunction and elevated filling pressure [96, 97].

III.3.2 Reassigned–SPWVD applied to PCG signals

The PCG signal depicted in Figure III.10(a) was recorded by the data acquisition
system developed by the author (Figure III.1). This signal is downsampled from
6 kHz to 1 kHz to lighten the computational load. Therefore, the signal bandwidth
is then viewed up to 500 Hz which covers adequately the heart sounds and murmurs
spectral content.

As illustrated in Figure III.10(b), the spectral content of the PCG signal of Fig-
ure III.10(a) is concentrated below 150 Hz. This periodogram PSD is calculated by
taking the modulus squared of the discrete Fourier transform (DFT) calculated by
means of a fast Fourier transform (FFT) algorithm. Spectral analysis previews the
frequency bandwidth of the PCG signal to be analysed.

Figure III.11 illustrates the WVD of the same PCG signal (Figure III.10(a)). The
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Figure III.10: (a) Normal PCG signal (recorded by the developed DAQ system
illustrated in Figure III.1) and its (b) power spectral density.

main drawback within this TFR is cross–terms appearing at the midpoint between
the S1 and the S2 heart sounds. The PSD of Figure III.10(b) is very useful in dis-
cussing the TFR of Figure III.11. Indeed, the WVD illustrated within Figure III.11
detects an interesting feature of cross–terms. As illustrated in Figure III.10(b), the
main energy of the analysed PCG signal appears between 50 Hz and 100 Hz. The
WVD of Figure III.11 presents then another unwanted content below 50 Hz. This is
the negative frequencies interference that affect the WVD of Figure III.11. We can
correct this effect by using the analytic signal (see section II.1.1 on page 66) [98] of
the PCG signal rather than the original signal. Figure III.12 illustrates the WVD
of the analytic signal of the PCG of Figure III.10(a).
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Figure III.11: WVD of the PCG signal of Figure III.10(a).

Figure III.12 show the correct content of the S1 and S2 heart sounds. However,
cross–terms are still blurring the obtained TFR.
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Figure III.12: WVD of the analytic signal of the PCG of Figure III.10(a).

As shown in Figure III.13, the SPWVD efficiently reduces cross–terms. Unfor-
tunately, energy bursts of both S1 and S2 heart sounds within the time–frequency
plane are spread out. To adjust these energy regions around their original chirp
frequency modulated laws, we apply a reassignment operation to get a RSPWVD as
illustrated in Figure III.14. This TFR is improved in terms of time and frequency
resolutions. We zoomed the obtained TFR around the S1 heart sound to allow
convenient viewing of the S1 heart sound chirp.
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Figure III.13: SPWVD of the PCG signal of Figure III.10(a).
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Figure III.14: RSPWVD of the S1 heart sound of the PCG signal of
Figure III.10(a).

Since the recording is carried out at the tricuspid auscultation area, we get a
weak S2 heart sound. The S1 heart sound content is clearly represented within the
TFR of Figure III.14.

In order to better understand this chirp law, we move the microphone towards
the mitral auscultation area to record another S1 heart sound as illustrated in Fig-
ure III.15. Then, the RSPWVD of Figure III.16 make the S1 heart sound more
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clear. The chirp appearing in Figure III.14 starting from 100 Hz and decreasing to
50 Hz is still present within Figure III.16.
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Figure III.15: Normal S1 heart sound recorded from the mitral auscultation area
(CHUT).

An interesting energy region appears within Figure III.16 as the mitral activity
below the arrow which is localised around 0.072 s. The TFR region around this
arrow represent the overlapping between the two chirps of the mitral (M1) and
tricuspid (T1) valves activities.
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Figure III.16: RSPWVD of the S1 heart sound of Figure III.15.

The RSPWVD is a powerful tool which provides a concise time–frequency analysis
of heart sounds. Indeed, Figures III.14 and III.16 highlight the modulated frequency
chirp behaviour of heart sounds, and confirm the findings of Xu et al. [88, 89].
However, energies at the beginning and the end of the analysed heart sound cannot
be well represented. This is due the amplitude attenuation issue to be resolved in
next sections.

III.3.3 Detection of the valvular split using the RSPWVD

The split within the S1 and S2 heart sounds emerged as an indicator of several
valvular diseases alongside the Doppler echocardiography (DE). However, the DE is
inaccurate in approximately 50% of patients of normal pulmonary artery pressure
(PAP), 10–20% of patients with increased PAS, and 34–76% of patients with chronic
obstructive pulmonary disease, a weak Doppler signal or a poor signal to noise
ratio (SNR) [99]. Indeed, Fisher et al. [100] studied the accuracy of the DE in
hemodynamic assessment of the pulmonary hypertension (PH). They demonstrated
that DE can usually overestimate and underestimate the PAP in PH patients. This
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can be partly explained by inaccuracies of the right atrial pressure estimation as well
as poor Doppler imaging of the transtricuspid regurgitant blood flow. Moreover,
Rich et al. [101] compared the Doppler echocardiography (DE) with the right sided
heart catheterisation (RHC) as an invasive measure of the PAP in 160 patients with
PH. They found out that the DE is inaccurate in estimating the PAP in 50.6 % of
patients at a bias of 8.0 mmHg. Therefore, the DE–based estimation of the PAP is
not reliable to diagnose the PH or to assess the efficacy of therapy.

In contrast, the split duration as well as the dominant frequency of P2 are in-
creased in pulmonary hypertension and are considered as reliable parameters to
estimate the PAP. Xu et al. [99] found that the duration between the onsets of
the aortic (A2) and pulmonary (P2) components within the S2 heart sound (S2)
allow accurate measurement of the PAP through advanced digital signal processing
techniques. However, this split duration is limited (<100 ms) and still difficult to
measure since these components are often overlapping and are of frequency modu-
lated chirp behaviour [88, 89]. The separation of the valvular components of both
S1 and S2 heart sounds remains a problematic issue. Indeed, several studies re-
ported the complexity of analysing such transient signals formed by overlapping
chirps [9, 102]. Xu et al. proposed a nonlinear transient chirp model to simulate
A2 and P2 components of the S2 heart sound [88]. They also proposed a dechirping
approach using the Wigner–Ville distribution (WVD) to estimate the instantaneous
frequency (IF) of the aortic (A2) and the pulmonary (P2) components. However,
they reported weak energies at the beginning and the end of each chirp component
to recover the frequency modulated behaviour of heart sounds in the time–frequency
plane. This is due to the weak amplitude of all valvular heart sound chirps at their
onsets and their ends [88].

The A2–P2 valvular split can be originated under physiological or pathological
conditions. In normal subjects, a physiological split of the S2 heart sound can occur
during inspiration as a result of the delayed pulmonary pressure to raise over the right
intraventricular pressure which closes the pulmonary valve. Cardiac pathologies such
as the right bundle branch block and the pulmonary stenosis may induce a wide S2
split [103, 104].

The developed algorithm overcame amplitude attenuation by accurately detect-
ing the valvular split within simulated and real S2 heart sounds [105]. Firstly, the
onset and the end amplitude of each valvular component is recovered by an envelope
recovery procedure developed within this work. Secondly, the IF of simulated heart
sounds is reconstructed at a higher time–frequency resolution by the Reassigned
smoothed Wigner–Ville distribution (RSPWVD). The time–frequency content is re-
covered at several valvular split durations (from 30 to 60 ms at a step of 10 ms).
Subsequently, real S2 heart sounds of the LGB–IRCM cardiac valve database are
processed to validate the algorithm in real conditions. Moreover, the algorithm can
be applied to detect the valvular between M1 and T1 in S1 heart sounds.
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III.3.4 Valvular heart sound model

Tran et al. [106] developed a heart sound simulator by combining a set of equations
to model several phonocardiogram behaviours. This model is formed by a linear
chirp with an amplitude adjusted according to clinically recorded S1 and S2 heart
sounds. Xu et al. [88, 89] extended this model to a narrow–band non–linear chirp
signal with a fast decreasing IF over the time–frequency plane to model the valvular
heart sound. This decreasing frequency behaviour is generated by the decaying
aortic and pulmonary pressures after the end of systole and during the beginning of
early diastole. The modulated frequency content of the valvular sound is of chirp
nature rather than linear. Indeed, in previous works, we confirmed that heart sounds
are narrow–band non–linear chirp signals [3, 91].

Xu et al. discussed the exponentially damped sinusoid model [107, 108], the
matching pursuit method [109, 110], and the linear chirp model as modelling ap-
proaches of heart sounds. They found out that the transient nonlinear chirp signal
they proposed is the suitable model for the analysis–synthesis of the valvular heart
sounds.

We used the model proposed by Xu et al. [88, 89] to generate simulated valvular
sounds to study the performance of the detection algorithm developed within this
work. The valvular non–linear chirp model is defined by an amplitude and a phase
functions according to (III.1) as follows:

v(t) = a(t) sin (ϕ(t)) (III.1)

where a(t) and ϕ(t) represent the IF and phase of the valvular sound, respectively.

The highest and the lowest frequencies of the chirp model differ from each valvular
sound to another. However, the valvular model is valid for the overall valvular com-
ponents of both the S1 and the S2 heart sounds. According to (III.1), Figure III.17
illustrates the A2 and P2 valvular sounds. The A2 chirp begin from 250 Hz and falls
to 53 Hz at 60 ms whilst the P2 chirp goes from 200 to 50 Hz [88, 89, 111]. The A2
and P2 components last usually 30 up to 60 ms but less than 80 ms [89, 88]. The
split duration between them rises during inspiration to reach 30 up to 80 ms, and
decreases under 15 ms during expiration [112, 113].

According to the valvular model in (III.1), the S2 heart sound is given by;

S2(t) = aA2(t) sin (ϕA2(t)) + aP 2(t− ds) sin (ϕP 2(t− ds)) (III.2)

where
(

aA2(t), ϕA2(t)
)

and
(

aP 2(t), ϕP 2(t)
)

denote the amplitude and phase of
the A2 and P2 valvular sounds respectively. The split duration interval denoted
by ds separates the beginning of A2 and P2 components. The simulated valvular
non–linear chirp component duration is set to 60 ms [88].
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Figure III.17: Heart sound modelling: (a) Instantaneous frequency and
instantaneous amplitude (c) of A2 valvular component, (b) Instantaneous

frequency and instantaneous amplitude (d) of P2 valvular component, simulated
(e) A2 and (f) P2 valvular components.

III.3.5 Detection algorithm of the A2–P2 valvular split

Xu et al. demonstrated that heart sounds are formed by overlapping chirp com-
ponents which are generated by the closures of the intracardiac valves [88, 89].
Unfortunately, the restrictive weak amplitude at the onset and the end of each chirp
component confined the time–frequency chirp shape of each component at its highest
amplitude domain [88].

The developed algorithm sorts out this downside by recovering these weak ampli-
tude areas through an envelope recovery of the analysed signal. This is the first step
of the algorithm which paves the way to make up the full content of heart sounds in
the time–frequency plane. The developed detection algorithm of the valvular split
within heart sounds is summarised as follows;

1. Envelope recovery: the signal is consecutively multiplied with its complement
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to 1 until the correlation between the latest consecutive signals exceeds 99.90%.

2. Calculation of the Reassigned–SPWVD of the signal.

3. Detecting frequencies of the RSPWVD coefficients with highest intensities over
the time domain.

4. Processing the obtained time–frequency representation as unidimensional
curve to detect the split inflection by localising the maximum and the mini-
mum having the maximum amplitude difference.

We propose a detection approach of the A2–P2 valvular split based on the calcu-
lation of the Hilbert transform envelope of the S2 heart sound. This optional step is
used for comparison purposes with the developed RSPWVD–based algorithm and
is summarised as follows;

1. Calculation of the envelope of the signal by the Hilbert transform which is
given by (III.3) [58];

H {x(t)} = x(t) ∗ 1
πt

=
1
π

p.v.
{

∫

x(τ)
t− τ

dτ
}

(III.3)

where p.v. {.} denotes the Cauchy principal value.

2. Detection of the split by localising the midway local minimum of the envelope
at the higher amplitude.

The discrete instantaneous frequency (IF) is calculated as the inverse of the de-
tected periods of heart sounds through the time domain. This detection is carried
out by localising time–instants of zero–crossings of the analysed heart sounds. This
discrete IF sequence enables to back up the discussion of the final IF detected from
the RSPWVD.

Detection of the A2–P2 valvular split in simulated heart sounds

The simulated data are generated by the valvular heart sound model presented in
section III.3.4 [88, 89]. According to (III.2), Figure III.18(a) illustrates a simulated
S2 heart sound with an A2–P2 split duration of 30 ms. The IF of the simulated
S2 heart sound is illustrated in Figure III.18(b). The simulated S2 heart sounds at
various valvular split durations (30, 40, 50 and 60 ms) are processed. Figure III.18(c)
shows the IF of the simulated S2 heart sound of Figure III.18(a) with a A2–P2 split
of 30 ms. This IF is the average of the IFs (Figure III.18(b)) of the A2 and P2
components which form the S2 heart sound (Figure III.18(a)).
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(a) Simulated S2 heart sound, A2–P2 valvu-
lar split: 30 ms
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(c) Instantaneous frequency of the S2 heart
sound, calculated from the IFs of the A2 and
P2 valvular components of Figure III.18(b)

Figure III.18: Simulated S2 heart sound (duration: 90 ms, A2–P2 valvular split:
30 ms)

The discrete IF estimated by detecting the zero–crossings of S2 is illustrated in
Figure III.19. Both IFs show the inflection related to the valvular split around 30 ms
at a high correlation level. The A2–P2 split is represented as a rapid transient during
the merging interval between the aortic and the pulmonary chirp components within
the time–frequency plane. As depicted in Figure III.18(c), it should be noticed that
the split occurs approximately between 50 and 150 Hz. The decreasing frequency
of both the A2 and the P2 valvular components are adequately confirmed by the
discrete IF illustrated in Figure III.19.
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Figure III.19: Discrete IF of the envelope recovered S2 heart sound of Figure III.20
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Figure III.20: Envelope recovered S2 heart sound (detected A2–P2 valvular split:
36 ms).

To deal with the amplitude weakness of the valvular sounds encountered by Xu
et al. [88] during time–frequency analysis of heart sounds, we calculated another
version of heart sounds which we call the envelope recovered heart sound as presented
in section III.3.5. Figure III.20 illustrates the envelope recovered heart sound of
Figure III.18(a). This adjusted sound benefits of the same amplitude for its entire
time support.

The Hilbert envelope detection approach retraces the instantaneous power of this
S2 heart sound and shows an amplitude variation which is related to the A2–P2 split.
This split is localised at 36 ms from the onset of the A2 valvular component at an
error of 6 ms from the original split (30 ms).

The recovery of the heart sound is carried out until reaching a cross–correlation
between consecutive steps of 99.90 % as presented in section III.3.5. This procedure
of the A2–P2 split detection algorithm is not CPU time consuming and still a vital
step for the time–frequency analysis. It should be noticed that 8 iterations are
sufficient to reach the desired cross–correlation rate for this simulated S2 heart
sound.
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As illustrated in Figure III.21, the WVD of the S2 heart sound of Figure III.18(a)
is blurred by cross–terms. Moreover, the weakness of the A2 and P2 components
at their onsets and their ends affects their respective time–frequency coefficients.
Indeed, These components appears at their middle rather than the entire durations
of each components.
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Figure III.21: WVD of the S2 heart sound of Figure III.18(a).

In contrast, the RSPWVD provides an reliable time–frequency representation
which retraces perfectly the IF of the S2 heart sound. Indeed, as illustrated in
Figure III.22, the RSPWVD of the envelope recovered S2 heart sound of Figure III.20
is highly correlated with the original IF of Figure III.18(c) as well as the discrete
IF of Figure III.19. This reassigned distribution recovered the A2–P2 split around
30 ms and between 50 and 150 Hz as previously defined during the synthesis of the
S2 heart sound (Figure III.18(a)).
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Figure III.22: RSPWVD of the S2 heart sound of Figure III.20.
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Figure III.23: Ridges (yellow line) of the RSPWVD of III.22 (detected A2–P2
valvular split: 25.5+35.5

2 = 30.5 ms).

In Figure III.23, the discrete IF of Figure III.19 is represented with local extrema
of the inflection zone within the RSPWVD. It should be noticed that the obtained
RSPWVD retraces perfectly this discrete IF in the effective duration of the analysed
S2 heart sound. Moreover, we detected the maximum intensity coefficients of the
RSPWVD of Figure III.23 to yield the IF of the analysed S2 heart sound. We also
detected local maxima and minima of this curve to give an estimation of the A2–P2
valvular split by averaging time instants of the maximum and the minimum points
at the inflection zone of the detected IF. According to this estimation approach, we
found 30.5 ms as an A2–P2 valvular split in the RSPWVD of Figure III.23.

The RSPWVD detection method is based on the variation of the IF of the S2
heart sound within the time–frequency plane rather than following variations in the
amplitude of the signal as carried out by the Hilbert envelope detection approach.
Therefore, the RSPWVD–based A2–P2 detection is accurate and improves the de-
tection in comparison to the Hilbert envelope approach.

As depicted in Table III.2, we extended the processing to various A2–P2 valvular
split durations (30, 40, 50, and 60 ms). The A2–P2 split measurements summarised
in Table III.2 confirms the ability of the RSPWVD–based method to detect the
A2–P2 split. The RSPWVD of Figure III.24(c) and Figure III.25(c) continues to
show the inflection behaviour at the A2–P2 split zone and provides 44 and 56.25 ms
as measured values of the simulated split values of 40 and 60 ms.

Detection of the A2–P2 valvular split in real S2 heart sounds of the
LGB–IRCM cardiac valve database

Figure III.26 illustrates the PCG and ECG signals of a sample data file (10001.11) of
the LGB–IRCM cardiac valve database. The PCG signal of this sample is recorded
from the aortic auscultation area. The PCG signal is segmented in systole and
diastole by detecting the peak of the R–wave and the end of the T–wave by an
algorithm presented in [114] which uses both the amplitude and the curvature of



114 Chapter III – Time–frequency analysis of phonocardiograms

replacemen

P2A2

a
m

p
li

tu
d

e
,

%

time, ms

0 20 40 60 80 100

−0.5

0

0.5

(a) Simulated S2 heart sound, A2–P2 valvu-
lar split: 40 ms
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(b) Envelope recovered signal (solid line) of
the S2 heart sound (dash–dot line) of Fig-
ure III.24(a) and its Hilbert transform enve-
lope (dashed line)
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(c) RSPWVD of the envelope recovered S2
heart sound of (b)

Figure III.24: RSPWVD–based detection of the A2–P2 valvular split of the S2
heart sound (A2–P2 valvular split of 40 ms detected at 44 ms)

the ECG waves. This algorithm provides correct detection of the overall ECG–PCG
signals of the LGB–IRCM cardiac valve database.
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Figure III.26: Data file sample (10001.11) of the LGB–IRCM cardiac valve
database: PCG and ECG signals over 2 cardiac cycles.
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(a) Simulated S2 heart sound, A2–P2 valvu-
lar split: 60 ms
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(b) Envelope recovered signal (solid line) of
the S2 heart sound (dash–dot line) of Fig-
ure III.25(a) and its Hilbert transform enve-
lope (dashed line)
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(c) RSPWVD of the envelope recovered S2
heart sound of (b)

Figure III.25: RSPWVD–based detection of the A2–P2 valvular split of the S2
heart sound (A2–P2 valvular split of 60 ms detected at 56.25 ms)

Figure III.27 illustrates the averaged S1 and S2 heart sounds of the PCG sig-
nal (LGB–IRCM data file: 10001.11 of Figure III.26). The main advantage behind
averaging the PCG segments over the consecutive cardiac cycles is to fade the back-
ground noise to yield a smooth signal for the subsequent processing. The S2 heart
sounds are adjusted according to their recurrent autocorrelation functions over the
consecutive cardiac cycles. This adjustment resolves the jitter of the S2 heart sound
within the diastole phase and keeps up the aortic and the pulmonary chirp compo-
nents for the subsequent time–frequency analysis.

As depicted in Figure III.28(a) the S2 heart sound averaged in FigureIII.27(b) is
formed by two chirps, namely the A2 and the P2 valvular components. The A2 chirp
is of higher amplitude than that of the P2 component which confirms the recording
carried out from the aortic auscultation area. The envelope recovered version of
this S2 heart sound illustrated in FigureIII.28(b) obviously highlights the frequency
modulated behaviour of the valvular sound.

The WVD of Figure III.29 of the averaged S2 heart sound of Figure III.28(a)
is concentrated within the time support of the A2 valvular chirp which is of high-
est amplitude than that of the P2 component. The split behaviour we found in
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Table III.2: The A2–P2 valvular split detected by the RSPWVD–based detection
method.

split (ms) 30 40 50 60

A2–P2min 25.5 37 38.5 49

A2–P2max 35.5 51 52.5 63.5

A2–P2mean 30.5 44 45.5 56.25

A2–P2error +0.5 +4 +4.5 -3.75
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(a) Averaged & adjusted S1 (yellow line) over
40 systolic phases (coloured lines).
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(b) Averaged & adjusted S2 (yellow line) over
40 diastolic phases (coloured lines).

Figure III.27: LGB–IRCM cardiac valve database (data file: 10001.11). Averaged
& adjusted (a) S1 and (b) S2 heart sounds over 40 cardiac cycles.
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(a) Averaged S2 and its Hilbert transform en-
velope (dashed line)
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(b) Envelope recovered S2 heart sound (solid
line) of the S2 heart sound (dotted line) of
Figure III.28(a)

Figure III.28: (a) Averaged S2 heart sound (over 40 cardiac cycles) and its (b)
envelope recovered signal (LGB–IRCM cardiac valve database, data file: 10001.11).

section III.3.5 is not reproduced by the WVD. As demonstrated by Xu et al., the
weakness of the valvular sounds at their extremities restricts the energy bursts in
the high amplitude time support of the analysed sounds within the time–frequency
plane [88].
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Figure III.29: WVD of the S2 heart sound of Figure III.28(b).
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(b) RSPWVD of the envelope recovered S2 heart sound
of Figure III.28(b) and the discrete IF of (a) (circles plot)

Figure III.30: (a) Discrete IF and (b) RSPWVD of the S2 heart sound of the
10001.11 data file of the LGB–IRCM cardiac valve database.

The RSPWVD of Figure III.30(b) adequately retraces the discrete IF of Fig-
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ure III.30(a) which are calculated from the envelope recovered S2 heart sound of
FigureIII.28(b). This RSPWVD resolved the A2–P2 valvular split of the real S2
heart sound at a high time and frequency resolutions. Indeed, the time–frequency
representation illustrated in Figure III.30(b) yields a similar result in comparison
to the simulations carried out in section III.3.5. The A2 and P2 valvular chirps are
clearly reproduced at a high correlation with the simulated heart sounds as well as
their split within the S2 heart sound. similarly, the valvular split in the real S2 heart
sound is also localised between 50 and 150 Hz. As depicted in Figure III.30(b), if we
take the average between the time instants of the maximum (30.5 ms) and the mini-
mum (21.75 ms) frequencies during as an estimation of the A2–P2 valvular split, we
obtain 26.125 ms which is confirmed by the discrete IF illustrated in Figure III.30(a).

Heart sound dechirping algorithm

After noting the improvement established by the RSPWVD regarding the detection
of the valvular split of S1 and S2, it is worthwhile to break down each sound into
its forming valvular chirps. Therefore, the valvular heart sound model studied in
section III.3.4 is put to use in order to dechirp S1 and S2 heart sounds into their
elementary valvular components; i.e. S1 into M1 & T1, and S2 into A2 & P2.

According to results obtained in sections III.3.5 & III.3.5, S1 and S2 are formed
by two overlapping frequency modulated decreasing hyperbolic chirps. To separate
these valvular components, the RSPWVD of each heart sound is computed to detect
the instantaneous frequency of S1 and S2. Subsequently, local extrema of the ob-
tained instantaneous frequency are detected. A valvular chirp is then generated on
the basis of the detected attack and decay frequencies of the first valvular chirp of
each heart sound. An averaged duration of 60 ms is used to synthesise this dechirp-
ing valvular component. Thus, the synthesised valvular component is subtracted
from the original heart sound to yield the second valvular chirp.

Various conclusive tests are carried out on simulated and real heart sounds to
show the effectiveness of the developed dechirping technique despite phase cancel-
lation between their forming valvular sounds.

Dechirping simulated heart sounds

The RSPWVD illustrated in Figure III.23 is processed to detect the attack and
decay frequencies of the first valvular chirp of the analysed S2 heart sound depicted in
Figure III.18(a). By using the developed dechirping technique, the second component
is separated from the whole S2 heart sound. Figure III.31 illustrates the dechirped
A2 and P2 components.
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Figure III.31: Dechirped A2 (dashed line) and P2 (solid line) valvular chirps of S2
(dash–dot line) heart sound of Figure III.18(a).

As illustrated in Figure III.32, the RSPWVD of the separated P2 component
retraces the same time–frequency content of the separated pulmonic valvular sound.
The attack amplitude are weaker but gain intensity at the attack frequency of the
separated chirp.
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Figure III.32: RSPWVD of the separated P2 valvular chirp component of S2 of
Figure III.18(a), and its instantaneous frequency (yellow line).

Dechirping real heart sounds

Valvular sounds cancel each other out during transmission from the heart to the
chest. Envelope–based detection methods are unsuitable for detecting valvular
sounds because of phase cancellation between them. The developed algorithm re-
covers each valvular sound and confirms the obtained result through time–frequency
representation of the separated sounds. Several real heart sounds of the LGB-IRCM
database were processed by the developed dechirping technique. Data file 10009.11
has been selected to highlight the phase cancellation issue during separation.

As illustrated in Figures III.33(a)&III.33(c), the averaged S1 heart sound and its
adjusted version do not show any noticeable improvement. However, the averaged
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(d) Averaged & adjusted S2

Figure III.33: (a)&(b) Non–adjusted and &(c)&(d) adjusted averaging of S1 and S2
heart sounds (LGB–IRCM cardiac valve database: 10078.11, aortic stenosis: light).

S2 heart sound and its adjusted version, illustrated in Figures III.33(b)&III.33(d),
confirms again the impact of adjustment on the jitter behaviour of the S2 heart
sound.
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(a) Averaged & adjusted S2, LGB–IRCM
datafile: 10009.11
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(b) Envelope recovered S2, LGB–IRCM
datafile: 10009.11

Figure III.34: (a) Adjusted and (b) envelope recovered S2 heart sound
(LGB–IRCM cardiac valve database: 10009.11).

The averaged and adjusted S2 heart sound of Figure III.33(d), also zoomed in
Figure III.34(a) is considered for processing. Its envelope recovered version is illus-
trated in Figure III.34(b) (section III.3.5).

The time–frequency content detected by RSPWVD illustrated in Figure III.35(b)
as expected reflects the inflection in relation to overlapping between valvular heart
sounds A2 and P2. In Figure III.35(a), local minimum of the envelope is detected at
34 ms. However, this value cannot be considered as the exact valvular split between



III.3 Time–frequency analysis of PCG signals 121

 

 

a
m

p
li

tu
d

e
,

%

time, ms

0 20 40 60 80
−1

−0.5

0

0.5

1

(a) Second heart sound of Figure III.34(a)
(dash–dot line), its envelope (dashed line),
and its envelope recovered version (solid line),
LGB–IRCM datafile: 10009.11
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(b) RSPWVD of the envelope recovered S2 heart sound of Fig-
ure III.34(b)

Figure III.35: ((a)) Adjusted S2 heart sound of Figure III.34(a) and its (b)
RSPWVD (LGB–IRCM cardiac valve database: 10009.11).

A2 and P2 since the inflection waverform lasts beyond 34 ms.
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Figure III.36: Dechirped A2 (dashed line) and P2 (solid line) valvular sounds of
the avereaged & adjusted S2 heart sound (dash–dot line) of the LGB–IRCM

datafile: 10009.11.

By processing the RSPWVD of Figure III.35(b) by the developed dechirping algo-
rithm, the A2 and P2 valvular sounds are detected and separated each one from the
other. This finding can be very useful in estimating the status of each intracardiac
valve by combining a biomechanical hemodynamic study with the valvular sounds
detection algorithm within the time–frequency plane.

III.3.6 Time–frequency detection of heart murmurs

Envelope detection methods in the time domain became unusable in severe or com-
bined valvular pathologies. Therefore, heart murmurs were detected by averaging
time–frequency representations of systole and diastole phases over the segmented
cardiac cycles.

Murmurs within phonocardiographic signals are related to stenosis or regurgi-
tation through abnormal valves during the cardiac cycle. Intensity of murmurs
are related to the severity of the cardiovascular pathology. As previously shown
in Figure III.27(b), murmurs are filtered during averaging PCG signals through
cardiac cycles. In this section, a detection method of heart murmurs within the
time–frequency plane is presented. For this purpose, the PCG&ECG data file 10078
which is recorded from a patient with a light aortic stenosis from the LGB–IRCM
cardiac valve database is selected to study the behaviour of its systolic murmur.

Averaged but non–adjusted systole and diastole heart sounds of this record are
illustrated in Figures III.37(a) & III.37(b). These phases are adjusted through cross–
correlation to avoid loosing acoustic waves during averaging PCG cardiac cycles.
The averaged and adjusted heart sounds through cross–correlation are depicted in
Figures III.37(c) & III.37(d). The upper and lower envelopes represent the maximum
amplitude values of the PCG signal over systole and diastole phases. The middle
PCG signal represented within these non–adjusted and adjusted heart sounds is the
average signal for each case.

By comparing S1 heart sounds in Figures III.37(a)&(c), and S2 heart sounds
in Figures III.37(b) & III.37(d), it became obvious that adjusting heart sounds is
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(d) Averaged & adjusted S2

Figure III.37: Non–adjusted and adjusted averaging of S1 and S2 heart sounds,
LGB–IRCM data file: 10078.11 (Aortic stenosis: light).

necessary to detect the recurrent waveforms through cardiac cycles. The systolic
murmur resulting from blood flow going through the stenosed aortic valve is indeed
filtered by averaging. This finding confirms the random nature of heart murmurs.
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(b) WVD of the 1st diastole phase

Figure III.38: WVD of the 1st cardiac cycle of the 10078.11 data file (LGB–IRCM
cardiac valve database)

The WVD is used to characterise the time–frequency content of the analysed
signals. Figures III.38(a) & III.38(b) illustrates WVDs of systole and diastole phases
of the first cardiac cycle considered as an example among the 35 segmented PCG
representing each cardiac cycle of the 10078.11 data file. Both heart sounds and
murmurs are represented in the time–frequency plane. The systolic heart murmur
is fragmented over the systole phase in comparison to heart sounds. The S1 heart
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sound is concentrated below 50Hz. The S2 heart sound covers a wide area within
the time–frequency plane occurring as a chirp–like component.

Figure III.39(a) & III.39(a) illustrate WVDs of the averaged systole and diastole
phases of the analysed PCG signal within data file 10078.11. No significant energy
is observed neither in systole nor in diastole time–frequency representations. The
S1 and S2 heart sounds emerged over the averaged cycles to a satisfactory energy
level in the time–frequency plane in comparison to the filtered heart murmurs.
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(a) Averaged WVD of systole phases
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Figure III.39: Averaged WVD of adjusted systole and diastole phases over 35
cardiac cycles (LGB–IRCM cardiac valve database: 10078.11)

Therefore, a technique has been developed to detect heart murmurs within the
time–frequency plane. Firstly, the WVD of the adjusted and averaged PCG signal is
computed. Secondly, the WVD of the PCG signal of each cardiac cycle is computed.
Subsequently, the WVD of the averaged PCG signal is subtracted from the WVD
of each segmented PCG signal to get a time–frequency representation of the heart
murmur.
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Figure III.40: WVD of adjusted averaging of S1 and S2 heart sounds (LGB–IRCM
cardiac valve database: 10078.11).
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Indeed, as illustrated in Figure III.40(a) & III.40(b), the developed technique
yields a time–frequency detection of heart murmurs. Therefore, averaging systole
and diastole phases within segmented PCG signals is invaluable during analysis.

III.3.7 Murmurs detection according to severity

Phonocardiographic signals are usually used to maintain bioprosthesis and mechan-
ical valves. Abnormal hemodynamics occur when bioprosthesis deteriorate after a
long functioning period. Therefore, regular examination and analysis of PCG signals
is a reliable tool to prevent such damage that can be fatal. Thus, detection of reso-
nant modes within PCG signals reveals abnormal functioning and helps physicians
to prevent serious impact on the health of the patient. The corresponding PCG
signal obviously records abnormal sounds generated by the deteriorated prosthetic
valves.

Aortic stenosis is considered to study the pathology severity within the time–
frequency plane, since it is the usual pathology within the LGB–IRCM cardiac valve
database. Three severity levels; light, mild, and severe, are studied through the time–
frequency content of their corresponding PCG signals within data files: 10078 (St–
Jude bioprosthesis), 20008 (Carpentier–Edwards bioprosthesis), and 10019 (non–
common bioprosthesis type) of the LGB–IRCM cardiac valve database, respectively.
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Figure III.41: Non–adjusted and adjusted averaging of S1 and S2 heart sounds,
LGB–IRCM data file: 20008.11 (Aortic stenosis: mild).

As illustrated in Figure III.37(d), adjustment of systole and diastole phases car-
ried out on PCG signals of the 10078.11 data file of the LGB–IRCM cardiac valve
database is confirmed to be necessary before any processing. Successive cardiac
cycles are represented as an envelope covering the averaged sounds to assess the



126 Chapter III – Time–frequency analysis of phonocardiograms

amount of background noise. Similarly, the non–adjusted and adjusted cardiac cy-
cles of 20008.11 and 10019.11 data files are represented in Figures III.41&III.42,
respectively. More clinical details about these data files can be found in the ap-
pendix in section ??.
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Figure III.42: Non–adjusted and adjusted averaging of S1 and S2 heart sounds,
LGB–IRCM data file: 1001911.11 (Aortic stenosis: severe).

Expanded representations of these three PCG signals are illustrated in Fig-
ure III.43. Indeed, the systolic murmur resulting from the aortic stenosis follows
the pathology severity both in amplitude and duration. This resonant sound

The SPWVDs of the adjusted and averaged aortic stenosis PCG signals at the
three severity levels are illustrated in Figure III.44. The time–frequency distribution
in Figure III.44(a) represents the S1 heart sound as an energy burst below 100 Hz.
According to the obtained time–frequency distribution, the systolic murmur is light
and is not significant in comparison to the S1 heart sound.

The mild and severe aortic stenosis of 20008.11 and 10019.11 PCG signals il-
lustrated in Figures III.44(b) & III.44(c) respectively reveals a resonant mode at
exactly 250 Hz. The energy bursts confirm the mild and severe nature of 20008.11
and 10019.11 despite their different bioprosthesis type. Therefore, the detected
frequency within the time–frequency plane characterises the resonant mode of the
deteriorated bioprosthesic valve for aortic stenosis. It should be noticed that the
cross–correlation adjustment of systole and diastole phases play a major part in
detecting resonant modes of bioprosthesic valves for maintenance purposes.
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Figure III.43: Adjusted & averaged systole phases of (a) light (data file: 10078.11),
(b) mild (data file: 20008.11), and (c) severe (data file: 10019.11) aortic stenosis

PCG signals
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(a) SPWVD: 10078.11: light AS
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(c) SPWVD: 10019.11: severe AS

Figure III.44: SPWVDs of (a) light (data file: 10078.11), (b) mild (data file:
20008.11), and (c) severe (data file: 10019.11) aortic stenosis PCG signals

III.4 Wavelet analysis applied to PCG signals

The wavelet transform can effectively analyse non–stationary time series over the
frequency domain [115]. Wavelet analysis is then one of the useful tools allowing two-
dimensional representation of signals. Indeed, by introducing a scale parameter of
a dilated and compressed wavelet used as analysing function, the wavelet transform
generates a Time-Scale Representation (TSR) of signals. Moreover, this TSR can
be extended to the time–frequency plane by estimating the central frequency of the
mother wavelet [116].

III.4.1 Continuous wavelet transform

The valvular chirplet model (VCM)

Basic models of S1 and S2 heart sounds can be categorised into three types, namely;
the exponentially damped sinusoidal model [117, 107, 108, 118, 119], matching pur-
suit method [109, 110], and linear chirp simulation method [106].

The exponentially damped sinusoidal model takes into account the internal car-
diac hemodynamics. This model simulate heart sound through decaying tonal com-
ponents at resonant frequencies of the heart as well as the heart–thorax system
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(section I.4.3). However, this model requires four to twenty components to repro-
duce S1 and S2 heart sounds. Moreover, this model fails to retrace the transient
chirp nature of S1 and S2 heart sounds. The serious drawback of the exponentially
damped sinusoidal model is that separation of valvular components (M1 & T1 for
S1, or A2 & P2 for S2), is not possible since the overall simulated sinusoidal compo-
nents begin at the same time instant at the onset of each heart sound. The matching
pursuit method models heart sounds as a sum of Gaussian sinusoids defined within
the time–frequency plane. However, this model requires an important number of
components for simulation. Moreover, this method cannot model transient chirps
adequately. The linear chirp simulation model simulates each heart sound as a
unique linear chirp which fails to represent vibrations within heart sounds. The
chirp model proposed by Xu et al. [88, 89] outperforms these simulation methods,
and reproduces the true content of S1 and S2 heart sounds by representing the
valvular closure as a modulated frequency chirp.

Based on the Laplace’s law, Aggio et al. [120] and Longhini et al. [121] shown
that the instantaneous frequency of P2 (second component of the S2 heart sound)
is proportional to the Pulmonary Artery Pressure (PAP). Bartels and Harder [122]
demonstrates that the time–frequency analysis of S2 can yield an estimation of the
arterial pressure. Therefore, A2 and P2 components are considered as decreasing
frequency modulated chirps with an instantaneous frequency proportional to the
decreasing arterial and pulmonary pressures respectively.

Valvular components forming S1 and S2, namely M1 and T1 for S1, and A2 and
P2 for S2, are of hyperbolic modulated instantaneous frequency. Such a morpholog-
ical behaviour of the heart sound component has been modelled by Xu et al. [89, 88]
using a non–linear transient chirp signal. This model, which we name the Valvular
Chirplet Model (VCM), as given in (III.4);

V CM(t) = A(t) sinϕ(t) (III.4)

Where A(t) and ϕ(t) denotes respectively the amplitude and the phase of the
VCM.

The simulated valvular component duration is limited to 60 ms, since the duration
of aortic and pulmonary valvular component lasts generally less than 50 ms [88] (Xu
et al., 2000).

The amplitude A(t) of the VCM is then defined by;

A(t) = (1 − e−
t
8 )e−

t
16 sin

πt

60
(III.5)

The attack and decay slope are defined by the first and the second terms of
equationIII.5 respectively. The last term limits the duration to 60 ms (Figure III.17).

The phase ϕ of the VCM is given by;

ϕ(t) = 2π(24.3t+ 451.4
√
t) (III.6)
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The VCM consists of a hyperbolic frequency modulated chirp of limited duration.
The chirplet amplitude is zero at t = 0 s and 250 Hz frequency which decreases to
53 Hz as illustrated in Figure III.17(a).

Wavelet analysis relies on stretching and compressing the mother wavelet when
sweeping the scale domain. Thus, it is suitable to track down the chirplet content by
means of the VCM which is acceptedly typical for heart sounds time–scale analysis.

The developed VCM adapted wavelet Wavelet analysis can be viewed as
correlation between the signal and the mother wavelet which is shifted at position
b and dilated by scale a. Indeed, the coefficients of the wavelet transform reflect
the similarity between the wavelet and the swept signal portions through the scale
domain. To lift up the heart sounds energy within the time–frequency plane, it is
obvious to look for a mother wavelet that can substantiate the valvular component
within the TFR. The heart sound chirplet model oscillates like a wavelet and should
be a good candidate for time–scale analysis of heart sounds. The unique condition
about the chirplet model, to be a mother wavelet, is that its average should be zero.
This is the admissibility condition for the chirplet to be viewed as a wavelet, as
follows;

∫ +∞

−∞
ψ(t)dt = 0 (III.7)

This admissibility condition ensures to the signal to be well recovered after inver-
sion of the wavelet transform. Equation III.7 can be viewed as zero–order moment
condition. Another suitable property for the mother wavelet is regularity which
consists of localisation within the frequency domain [123]. Indeed, III.45 shows the
spectrum of the chirplet model which is well localised within the frequency domain.
This spectrum is the Power Spectral Density (PSD) estimated by means of peri-
odogram method [124, 125].
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Figure III.45: Welch PSD estimate of the Normalised VCM.

The mother wavelet can have a number of vanishing moments as follows;

Mp =
∫ +∞

−∞
tpψ(t)dt = 0 for p = 0, 1, 2, . . . , n (III.8)

That means that the (n+1) derivatives of the mother wavelet spectrum are equal
to zero at the frequency zero.
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The analysis is carried out under a MATLAB environment by means of its
Wavelet toolbox which allows us to build an admissible wavelet from a given pat-
tern [126]. The pattern we use herein is the VCM which proves its invaluableness
through the several tests we accomplished. The generated adapted wavelet is of
norm equal to 1.

Figure III.46 gathers polynomial approximations of adapted wavelet at several
order (order: 3, 6, 10, 15, 16, and 20). Using this fitting approach, admissible wavelet
is constructed to fit the VCM for later detection by using the CWT. According to
several values of the fitting polynomial order, Figure III.47 highlights the cross–
correlation between the adapted wavelet and the VCM.
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Figure III.46: The VCM (solid line) and its adapted wavelet (dashed line):
(a) Segmented systole phases, (b) Adjusted systole phases, (d) Segmented diastole

phases, (f) Adjusted diastole phases.

Figure III.46 shows that reaching 15 as polynomial order lead to 98.59% as cross–
correlation between the adapted wavelet and the VCM. For 35 as polynomial order,
we get 99.88% as correlation. The adapted wavelet is more correlated to the VCM as
the polynomial order increases. The constraints to be respected consist of ensuring
almost zero integral, continuity at the beginning and the end of the adapted wavelet
and a square norm equal to 1.
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Figure III.47: Cross—correlation between the adapted wavelet and the VCM.

Therefore, we can now use the VCM within wavelet analysis since it can be
modelled as an admissible mother wavelet. This model oscillates like a wavelet and
ensure to heart sounds to be well analysed. In this study, we use the Morlet wavelet
are a crude wavelet and the Discrete Meyer wavelet, which is a discrete improvement
of the Meyer wavelet, to get a discussion area about the qualities of the developed
VCM adapted wavelet.

The Morlet wavelet The Morlet wavelet is given by;

ψ(t) = e
−
t2

2 cos 5t (III.9)

This is a crude wavelet with [−4, 4] as theoretical effective support. However, a
wider effective support can give more accurate results.

A
m

p
li

tu
d

e
,

%

Effective support

−4 −2 0 2 4

−1

0

1

Figure III.48: The Morlet wavelet.

As cited in equation III.9, the frequency content of the Morlet wavelet is constant.
The VCM, which is of frequency modulated nature, should give better result than
the Morlet wavelet for heart sounds analysis.

The Discrete Meyer wavelet The Meyer wavelet [127] is symmetrical, ensures
orthogonal and biorthogonal analysis and is infinitely derivable. However, it is not
compactly supported, but decreases quickly towards 0 when t tends towards infin-
ity. The FIR based approximation of the Meyer wavelet generates a pseudo–wavelet
named the Discrete Meyer wavelet [116]. This approach allows fast wavelet coeffi-
cients calculation using the Discrete Wavelet Transform (DWT) which is not possible
with the original Meyer wavelet. The discrete Meyer wavelet and its scaling func-
tion are respectively illustrated in Figure III.49. The Discrete Meyer wavelet is then
considered for heart sounds analysis.
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Figure III.49: Meyer: (a) Meyer wavelet, (b) Meyer scaling wavelet.

Wavelet analysis of S1 and S2 The current study is carried out using PCG
signals recorded by the developed data acquisition system (Figure III.1) within the
CHUT8. Typical S1 and S2 heart sounds are selected and are considered separately
for analysis as illustrated in Figure III.50.
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Figure III.50: (a) S1 and (b) S2 heart sounds of a normal subject.

The S1 heart sound illustrated in III.50 shows clearly the frequency modulated
behaviour of its M1 and T1 valvular components. The M1 component is more
prominent within this S1 heart sound than T1. We can notice that oscillations
within this S1 heart sound are of decreasing frequency and thus can obviously be
considered as a chirp.

After the systole period appears the S2 heart sound (Figure III.50(b)) which is
formed by the A2 and P2 valvular components. This heart sound is recorded after
the S1 heart sound of Figure III.50(a) within the same phonocardiogram signal. The
axis limits of both S1 and S2 heart sounds are conserved through the overall TFRs
to have the ability to study the interconnection between the time–frequency energy
bursts and their original time appearing instants.

The wavelet transform is a TSR ; however, a time–frequency representation can be
generated from this TSR by estimating the central frequency of the mother wavelet
throughout the scale dimension [116]. Thus, a time–frequency representation is
provided by rearranging the time–scale coefficients according to the frequency vector
estimate. To evaluate the effectiveness of the VCM as a mother wavelet candidate,
we will use two mother wavelets, namely; the Morlet wavelet, which is a crude one,

8Centre hospitalier universitaire de Tlemcen
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and the Discrete Meyer Wavelet, which is a discrete improvement of the original
Meyer wavelet. These mother wavelets, which are used as opponent approaches,
allow highlighting the ability of the VCM to be an analysing wavelet for heart
sounds study. To allow rational comparison between the studied wavelets, common
scales domain from 1 to 32 has been used for all wavelets. The TFRs are scaled by
using a ’jet‘ colormap going from blue to red colours. We begin by analysing the
first (S1) and second (S2) heart sounds using the Morlet wavelet and the discrete
Meyer wavelet as basic methods. We accomplish than a time–scale analysis using
the VCM (section III.3.4).

In a view to better understand the TFRs we calculated, we introduce the square
energy envelogram of each heart sound. Figure III.51 shows the energy distribution
in accordance to time domain of S1 and S2 heart sounds.
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Figure III.51: Square energy envelograms of (a) S1, and (b) S2 heart sounds.

Each heart sound envelogram include two bursts. By detecting local maxima
within the obtained envelograms, we can segment each heart sound temporal energy
as annotated by; A, B and C for the S1 heart sound, and by D, E and F for the S2
heart sound which allow us to delimit these energy bursts.

We can draw out a preliminary analysis of S1 and S2 heart sounds from the
square energy envelograms of Figure III.51. This is a temporal analysis which allows
appreciating the energy evolution through the time domain. We denote by; AB the
duration between the lines A and B , BC the duration between the lines B and
C in Fig III.51(a), and so on for durations DE and EF in Figure III.51(b) for the
S2 heart sound. Both S1 and S2 contain two temporal energy bursts of different
morphology. These segments are in relation with valvular activities; M1 and T1
for S1 and A2 and P2 for S2. Table III.3 shows a summary of S1 and S2 heart
sounds and their segments durations. We denote segments AB and DE as ‘First
bursts’ in since they appear first within square energy envelograms of Figure III.51.
Subsequently, segments BC and EF are denoted as ‘Second bursts’ in Table III.4.

Eyster [128] shown that the average duration of the S1 heart sound is about
131 ms and that of the S2 heart sound is around 128 ms. However, Amit et al. [129]
shown that heart sound can be modulated by the respiration activity and may often
present variability in terms of duration. Indeed, as mentioned in Table III.3, the S1
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Heart sound Duration (ms) 1st burst (ms) 2nd burst (ms)

S1 111.51 36.38 75.13

S2 107.48 26.76 80.72

Table III.3: Heart Sounds Segments Durations.

Heart sound 1st burst 2nd burst

S1 61.28 38.72
S2 18.39 81.61

Table III.4: Temporal energy percentages within square energy envelograms.

heart sound lasts slightly longer than the S2 heart sound. This is due to the split
phenomenon that can affect both S1 and S2 heart sounds.

Table III.4 shows the contribution of each energy segment (AB and BC for S1,
DE and EF for S2) as percentage of the overall temporal energy.

The first reading we can draw out from Table III.4 is that the main energy of S1
heart sound is concentrated within the first burst at 61.28 % whereas the S2 heart
sound energy is concentrated within the second burst at 81.61 %.

Spectral analysis is another helpful discussion tool we used which allows eluci-
dating the calculated TFRs. The periodogram PSD estimates of each heart sound
are shown in Figure III.52. The local minima of each PSD are localised and denoted
by a ‘v’ letter shaped triangles.
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Figure III.52: Periodogram PSDs of (a) S1 (G: 48.25 Hz), and (b) S2 heart sounds
(H: 63.25 Hz).

As for the time domain, the split of the power spectrum is localised and denoted
by ‘G’ and ‘H’ lines for PSDs estimates of S1 and S2 respectively. In Figure III.52(a),
two energy regions are well localised and are graphically separated by the line de-
noted by ‘G’ at 48.45 Hz. A similar shape is observed in Figure III.52(b). The line
denoted by ‘H’ at 63.25 Hz delimits the two energy bursts of S2.

We quantify the contribution of each spectral energy burst as a percentage cal-
culated over the total energy through the frequency domain. Table III.5 shows the
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Heart sound 1st burst 2nd burst

S1 35.18 64.82

S2 81.04 18.96

Table III.5: Spectral energy percentages within S1 and S2 PSDs.

distribution of the spectral energy in accordance to each segment. Regions localised
below and above lines ‘G’ and ‘H’ for S1 and S2 heart sounds power spectra are
denoted as ‘First burst’ and ‘Second burst’ respectively.

We notice that the main energy of the S1 heart sound is concentrated above the
‘G’ line frequency (48.25 Hz), whereas the S2 heart sound spectral energy is below
the ‘H’ line frequency (63.25 Hz).

By recalling results shown in Table III.4, we can deduce that there is an energy
twist between the time and the frequency domains. Indeed, the first temporal burst
of the S1 heart sound shows 61.28 % and its second burst within the frequency
domain is of 64.82 % of energy. Moreover, the second temporal burst is of 38.72 %
which is close to the first frequency burst of 35.18 %. We can understand this
preliminary finding by the chirp nature of heart sounds. The energy of a heart sound
over the time–frequency plane follows a hyperbolic frequency modulated behaviour.
Two bursts appears for both S1 and S2 heart sounds because they are both formed
by two valvular components, namely M1 and T1 for S1, and A2 and P2 for S2. This
energy twist is also verified for the S2 heart sound. Indeed, we observe that the
temporal energy percentages are around 18 and 81 % for the first and second bursts
(Table III.4). These values are inverted for the frequency domain (Table III.5).

Taking into consideration this time and frequency partition carried out for both
the S1 and S2 heart sounds which paves the way to the time–frequency analysis, we
can then discuss more accurately the obtained TFRs. Figure III.53, Figure III.54,
and Figure III.55, show TFRs of the S1 heart sound calculated from 1 to 32 as scales
domain by means of the Morlet wavelet, discrete Meyer wavelet and VCM adapted
wavelet respectively. The S2 heart sound analysis is presented in Figure III.56,
Figure III.57, and Figure III.58.
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Figure III.53: Scalogram of the S1 heart sound using the Morlet wavelet.

The AB region within the TFR denotes the energy region delimited by the tem-
poral lines A and B. The AB(f<G) region denotes energy between the lines A and
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B as temporal delimiters for frequencies less than the G frequency (48.45 Hz) and
the AB(f>G) for frequencies greater than the G frequency, and so on.

Taking into account the square energy envelogram of Figure III.51(a), the high
energy burst appearing in the AB region is recognised as red contours on the TFR of
Figure III.53. This is confirmed by the power spectrum of Figure III.52(a) since the
energy in the frequency domain is distributed as a narrow burst before the G line and
as a spread burst after this same delimiting line. Within the TFR of Figure III.53,
the AB energy in concentrated above the G frequency and the BC region is localised
below this same frequency.
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Figure III.54: Scalogram of the S1 heart sound using dmeyer wavelet.

The main contribution of the TFR is the interrelationship made between the time
and the frequency domains to better understand the energy distribution of the anal-
ysed signal. Indeed, we can observe in Figure III.53, Figure III.54 and Figure III.55
that the AB narrow temporal burst appearing in Figure III.51(a) corresponds to
a spread TFR energy region in the frequency domain as shown in Figure III.53.
Furthermore, the BC energy which is of relatively reduced magnitude in comparison
with the AB temporal burst.
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Figure III.55: Scalogram of the S1 heart sound using the VCM adapted wavelet.

The chirp shape within the overall TFRs calculated for the S1 and the S2 heart
sound reflects the frequency modulated nature of heart sounds. The TFRs calculated
by means of the VCM as mother wavelet blow up energised regions. Indeed, the
region AB(f>G) reaches values around 225 Hz. The centre of bursts of higher
magnitude denoted by red colour indicates the instantaneous frequency that can
express the time–frequency behaviour of the analysed heart sound. It is obvious by
comparing the TFR calculated by the VCM (Figure III.55) to those of the Morlet
wavelet (Figure III.53) and the discrete Meyer wavelet (Figure III.54) that the VCM
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is suitable for heart sound analysis since the obtained TFR evidently represents the
frequency modulated components of the S1 heart sound. Similarly, the TFRs of
Figure III.56, Figure III.57 and Figure III.58 illustrate the analysis results of the
S2 heart sound using the Morlet wavelet, discrete Meyer wavelet and VCM wavelet
respectively.
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Figure III.56: Scalogram of the S2 heart sound using the Morlet wavelet.

The TFR of Figure III.58 shows the energy content of TFRs of Figure III.56 and
Figure III.57, which are almost similar, on top of that is revealing energy bursts
which are not detectable by the Morlet and the discrete Meyer wavelets. Indeed,
the DE time–frequency region within Figure III.58 is more representative of the
S2 heart sound energy. We can obviously remark that the TFR of Figure III.58
calculated by the VCM wavelet gives the best result. Indeed, the resulting TFR
is well representative of the square energy envelogram of Figure III.51(b) and the
power spectrum of Figure III.52(b).
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Figure III.57: Scalogram of the S2 heart sound using the discrete Meyer wavelet.

We introduce an energy percentage calculation within the time–frequency plane
to clarify the impact of the developed VCM adapted wavelet.
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Frequency AB BC

f > G 15.28 08.72

f < G 11.24 49.29

Table III.6: Energy distribution of S1 (Morlet wavelet).

Frequency AB BC

f > G 13.50 07.78

f < G 11.07 52.49

Table III.7: Energy distribution of S1 (Discrete Meyer wavelet).
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Figure III.58: Scalogram of the S2 heart sound using the VCM adapted wavelet.

Energy percentages are calculated over the time–frequency plane for both S1 and
S2 heart sounds. This approach is applied for the Morlet wavelet, discrete Meyer
wavelet and VCM adapted wavelet.

Table III.6 and Table III.7 show extremities of the chirp behaviour of heart sounds
as 15.28% and 49.29% of the overall energy. Indeed, this can be confirmed by TFRs
of Figure III.53 and Figure III.54 which presents and AB(f<G) region relatively of
reduced energy.

By analysing Table III.8, we can obviously notice the chirp behaviour going from
high frequency domain, passing by the AB(f<G) region with a boosted TFR coeffi-
cients, and decreasing to the BC(f<G) energy region. Going from 15.93%, passing
by 24.18% and decreasing in frequency to 40.08%, the chirplet based TFR boosts
the AB(f<G) region which is of reduced values of approximately 11% of the total
energy for the Morlet and the discrete Meyer wavelets.

This analysis can be extended to the second heart sound. Table III.9 and Ta-
ble III.10 show the chirp behaviour through the bold text values percentages of the
TFR total energy.

Frequency AB BC

f > G 15.93 07.36

f < G 24.18 40.08

Table III.8: Energy distribution of S1 (VCM Adapted Wavelet).
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Frequency DE EF

f > H 05.33 05.52

f < H 08.26 67.54

Table III.9: Energy distribution of S2 (Morlet wavelet).

Frequency DE EF

f > H 03.99 04.12

f < H 08.05 70.87

Table III.10: Energy distribution of S2 (discrete Meyer wavelet).

The Morlet wavelet and the discrete Meyer wavelet can therefore regenerate the
chirp shape within the time–frequency plane.

Comparing results of Table III.9 and Table III.10 with those of Table III.11 allow
to recognise the aptitude of the VCM adapted wavelet to well represent heart sounds
within the time–frequency plane. Indeed, the DE(f < H) energy region, which was
of poor percentage over Table III.9 and Table III.10, is more representative of the
heart sound content at 23.71% of the TFR total energy (Table III.11).

Table III.12 gathers energy percentages in relation with the chirp shape within
heart sounds. The sum of the following energies: AB(f > G), AB(f < G) and BC(f
< G) is calculated for each mother wavelet. This ‘L’ letter shape within Table III.6–
III.11 is correlated with the chirp content of heart sounds. Indeed, Table III.12 shows
that the VCM adapted wavelet is suitable for detecting the chirp behaviour within
both S1 and S2 at higher energy percentages in comparison to Morlet and discrete
Meyer wavelets. Therefore, the VCM adapted wavelet can be considered
as an ad–hoc wavelet for analysing phonocardiographic signals.

III.4.2 Wavelet packets

Heart murmurs are signs of valvular malfunction and are categorised as systolic and
diastolic murmurs. Generally, these murmurs families are both affecting the four
intracardiac valves in terms of stenosis or insufficiency. Therefore, there are multi-
tude of malfunction configurations for each single valve which can be combinations
of stenosis and insufficiency. This makes heart murmurs very complex to detect
and analyse. In a previous work, a temporal analysis of heart sounds and murmurs
allows us to separate systole and diastole phases within a cardiac cycle [10]. Liang et
al. [11] proposed an algorithm based on the normalised average Shannon energy of

Frequency DE EF

f > H 04.83 05.43

f < H 23.71 55.55

Table III.11: Energy distribution of S2 (VCM adapted wavelet).
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Heart sound Morlet dMeyer VCM

S1 75.81 77.06 80.19

S2 81.13 82.91 84.09

Table III.12: Chirplet energy percentages within TFR calculated by Morlet
wavelet, discrete Meyer wavelet, and VCM adapted wavelet.

the PCG signal to detect systolic and diastolic heart sounds and murmurs. Spec-
tral analysis methods can be combined with such time domain analysis to assess
the valvular pathology severity. Clarke et al. [12] studied the spectral content of
the first heart sound and concluded that its spectral energy can be used to detect
myocardial ischemia. Stein et al. [13] found that the aortic component of the sec-
ond heart sound can be investigated as a characterization parameter of the aortic
valve status. They reported that a stiffened valve generates a higher than normal
frequency of the A2 component. Therefore, both temporal and spectral approaches
should be combined to study the physiological information within heart sounds and
murmurs. Thus, these short–duration acoustic waveforms which occupies different
frequency subbands inside the PCG power spectrum can be adequately analysed by
means of multiresolution methods as the wavelet packets decomposition.

The Fourier theory can give a frequency overview of a signal through power spec-
tral density (PSD) which can be estimated as a periodogram or even more a modified
periodogram known as Welch’s periodogram [130, 124, 79]. Only a frequency depen-
dent energy estimation can be provided by Fourier–based PSD estimation methods.
However, Gabor transform and its obvious extension which is the short–time Fourier
transform (STFT) enables a time–related frequency analysis. This can be achieved
by segmenting a given signal into elementary portions to be analysed by the dis-
crete Fourier transform (DFT). Each spectrum is assigned to the middle instant
of the weighting window to create a time dimension within the STFT represen-
tation. The main restraint facing the STFT to represent signals is its poor joint
time–frequency localisation within the time–frequency plane. Wavelets are then the
bright solution to this well known digital signal processing issue towards representing
transients within biomedical signals. Indeed, wavelet transform, which is based on
a scale parameter rather than frequency, can prominently outstand in representing
the complex content of PCG signals and outperform all Fourier–based methods.

Through wavelet packets, normal and abnormal PCG signals are analysed glob-
ally without any temporal segmentation step required. The analysis method is
mainly based on energy subbands provided by the wavelet packets decomposition
(WPD).

A number of cardiac disorders of the CHUT database were studied. We used
the wavelet packets decomposition to characterise the contribution of every energy
subband within a PCG signal. The bandwidth of each PCG signal is decomposed
into 8 frequency subbands which corresponds to 3 decomposition levels as depicted
in Table II.2 . Moreover, a downsampling step is necessary to enable analysis of heart
sounds and murmurs within their regular spectral bandwidth. The downsampling
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is achieved at 600 Hz. Therefore, according to the Nyquist sampling rate condition,
we can view spectral content up to half the sampling rate which corresponds to
300 Hz. With a PC equipped by an Intel Core 2 Duo CPU operating at 2.20 GHz,
we achieved an extreme calculation time performance.

Subband energy ratio calculation

Each energy subband is quantified by its wavelet packets’ normalised subband energy
(WPNSE), which is the contribution of every frequency subband in a given PCG
signal to its global energy, according the following algorithmic steps;

• Calculate the wavelet packets’ coefficients at level N = 3 which yields 2N = 8
subbands. We choose this value as a trade–off between a good CPU time per-
formance and an acceptable frequency subbands separation among the anal-
ysed PCG signals.

• Calculate the WPNSE for each frequency subband at level N .

• Determine the energy subband at higher energy coefficient through the eight
(2N ) frequency subbands.

In order to elaborate a coherent study among the analysed PCG signals, we
select a unique mother wavelet for the overall analysed PCG signals to represent the
energy ratio which is calculated for all wavelet packets. The choice of the mother
wavelet is still controversy in analysing biomedical signals. Rafiee et al. [131] studied
Daubechies 44 (db44) as a common mother wavelet for biomedical signal processing
and concluded that it can be selected over all existing wavelet as optimum one for
analysing any kind of biomedical signals.

Wavelet packets PCG Analyser

We gather all wavelet packets analysis approaches within a Graphical User Interface
(GUI) which has been developed within MATLAB environment. This interface,
allows quick and accessible digital signal processing of the Phonocardiogram. The
data files stored under ‘.PCG’ format, which have been recorded by means of the
PCG Recorder, are processed by the Wavelet packets PCG Analyser. Energies calcu-
lated over the elementary wavelet packets are presented numerically and graphically
to ensure visual assessment of the PCG energy distribution over frequency domain.

The GUI illustrated in Figure III.59 is developed within MATLAB environment
benefits of functionalities of the Wavelet Toolbox of MATLAB environment.
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Figure III.59: Graphical User Interface (GUI) of the Wavelet packets PCG
Analyser.

Wavelet packets energy subband decomposition of PCG signals

The analysis results of PCG signals recorded at the CHUT of six pathologies are pre-
sented, namely; the aortic regurgitation, aortic stenosis, mitral regurgitation, mitral
stenosis, pericardial friction rub, ventricular septal defect, as well as a normal sub-
ject for comparison as presented in Table III.13. According to Figure III.60, which
illustrates normal, aortic stenosis and mitral stenosis PCG signals and their corre-
sponding wavelet packets normalised subband energies (WPNSEs), each pathology
can be easily differentiated from the other. Results presented in Figure III.60 are
selected from Table III.13.
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PCG signal
Energy Subbands, up to 300 Hz

1st 2nd 3rd 4th 5th 6th 7th 8th

[0:37.5] [37.5:75] [75:112.5] [112.5:150] [150:187.5] [187.5:225] [225:262.5] [262.5:300]

Normal 45.9220 34.8272 4.1075 10.7438 0.9315 2.1730 0.1612
1.1338

Aortic
regurgitation

0.5598 13.9844 1.6587 66.7207 0.1605 6.5169 0.7613
9.6377

Aortic
stenosis

2.2538 1.5484 42.7596 5.8671 1.8130 1.7398 36.5988
7.4194

Mitral
regurgitation

1.0227 40.6910 1.2897 35.9106 1.1113 7.2920 0.4506
12.2321

Mitral
stenosis

24.9496 33.6299 9.7248 19.4161 1.1547 3.1172 3.6108
4.3969

Pericardial
friction rub

1.5258 21.5719 3.0718 50.3838 0.7086 7.3431 2.9471
12.4480

Ventricular
septal defect

1.8692 30.1653 7.0658 23.7051 1.8116 9.3035 12.1271
13.9524

Table III.13: Wavelet packets’ energy subbands decomposition of normal and
abnormal PCG signals, Fs=600 Hz.
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Figure III.60: (a) Normal, (c) aortic stenosis and (e) mitral stenosis PCG signals
and their corresponding WPNSEs (b), (d) and (f), (Numerical results from

Table III.13).

The energy of the normal PCG signal is mainly localised at the first bandwidth
up to 37.5 Hz which corresponds to Fs

16 at approximately 45 % of its global energy.
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According to Table III.13, we can notice that this bandwidth is not significant for
the overall pathologies. However, the mitral stenosis contains about 24 % within
this same bandwidth.

The S1 and S2 heart sounds are considerably attenuated in aortic stenosis sounds
and therefore should not appear in the WP energy representation. Indeed, Fig-
ures III.60(c) & (d) shows clearly the low energy of the S1 and S2 heart sounds at
the first subband ([0 : 37.5] Hz). The aortic stenosis is then localised on the third
([75 : 112.5] Hz) and the seventh ([225 : 262.5] Hz) energy subband at about 42 %
and 36 % of its global energy. The other subbands are not significant. As illustrated
in Figures III.60 (e)&(f), the mitral stenosis show a content clearly different from
that of the normal subject. Indeed, The first energy subband is diminished in com-
parison to that of the normal PCG signal. We notice that there is no significant
change in its second subband energy when compared to the normal subject. How-
ever, the fourth energy subband is slightly increased in comparison with that of the
normal subject.

According to Table III.13, the contrast between all abnormal PCG signals as well
the normal subject is obvious. Indeed, there is no correlated signals in terms of the
obtained energy subbands. Therefore, the WPNSE coefficient can be considered as
a reliable discrimination parameter between these cardiac disorders.

III.5 Conclusion

Phonoardiographic signals emanating from the CHUT9 and the LGB–IRCM10 car-
diac valve database. The CHUT’s PCG signals were recorded by the PCG Recorder
system developed within this work.

Phonocardiographic signals recorded at the CHUT were analysed by the
Smoothed–pseudo Wigner–Ville distribution. The obtained results were quantified
according to each high energy time–frequency area. Heart sounds and murmurs were
also quantified according to the auscultation area.

Preprocessing is carried out on PCG signals of the LGB–IRCM cardiac valve
database by segmenting PCG signal in systole and diastole. Segmentation is based
on detecting the R–peak and the end of the T–wave of the simultaneously recorded
ECG signal as markers of systole and diastole phases. The jitter issue of the second
heart sound is solved by adjusting the overall diastole phases within a phonocar-
diographic signal in the time domain. Subsequently, a developed envelope recovery
algorithm saves information at the onset and end of heart sounds during time–
frequency analysis.

The Reassigned smoothed–pseudo Wigner–Ville distribution has been selected
over several time–frequency methods on account of its reliable features to adequately
represent the content of phonocardiographic signals. The Reassigned smoothed–
pseudo Wigner–Ville distribution of heart sounds was computed for each averaged

9Centre hospitalier universitaire de Tlemcen
10Laboratoire de Génie biomédical–Institut de recherches cliniques de Montréal, Quebec, Canada.
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and adjusted heart sound. Thus, valvular sounds are detected as decreasing mod-
ulated frequency chirp–like component. Their attack and decay frequencies were
detected within the time–frequency plane to dechirp them despite phase cancella-
tion during their transmission from the heart to the chest.

Time–scale analysis of phonocardiographic signals carried out through Continu-
ous wavelet transform as complementary multiresolution analysis tool. Among the
huge number of mother wavelet that can be used during analysis, an adapted wavelet
has been developed from a valvular component model. The analysis has been com-
pared to Morlet and discrete Meyer wavelets to highlight the improvement in the
obtained results.

A detection technique of heart murmurs was developed and validated on real
phonocardiographic signals of the LGB–IRCM cardiac valve database. Moreover,
the Smoothed pseudo Wigner–Ville distribution was computed for PCG signals un-
der bioprosthetic valve anomaly. It has been shown that the pathology severity
(light, mild, and severe) affect the time–frequency content of the corresponding PCG
signals. Therefore, the time–frequency content of PCG signal became a reliable tool
to detect resonant modes in relation with abnormal functioning of prosthetic valves
for maintenance purposes.

In order to get a global analysis of heart sounds and murmurs within phonocardio-
graphic signals, wavelet packets were investigated to represent its forming frequency
bandwidths. Eight frequency bandwidths spread out up to 300Hz were sufficient to
characterise the content of normal and abnormal phonocardiographic signals.

The analysis achieved within this chapter contributes to confirm the multidegree
of freedom theory presented in section I.4.5, which stipulates that heart sounds are
mainly originated by pressure fluctuations around the valves leaflets, and are mainly
formed by chirps.



Conclusion

Time–frequency analysis has been applied firstly on simulated phonocardiographic
signals, and secondly on real data emanating from both CHUT11, and from the LGB–
IRCM12 cardiac valve database recorded in the Institut de recherches cliniques de
Montréal and the Montreal General Jewish Hospital in Montreal (Quebec, Canada).
Recording of the CHUT’s data has been performed by a data acquisition system,
named PCG Recorder, developed by the author during this work. The recorded
phonocardiographic signals are of high quality, and were acquired upon the chest of
the patient from the four auscultation areas; namely aortic, pulmonary, mitral ,and
tricuspid areas. Clinical information about each patient admitted in the Cardiology
department of the Teaching hospital of Tlemcen were appended as metadata to the
corresponding datafile.

Phonocardiographic signals emanating from the IRCM are segmented in systole
and diastole phases by detecting the R–peak and the end of the T–wave of the
simultaneously recorded ECG signal. A cross–correlation adjustment has been car-
ried out to avoid jitter of the heart sound which causes attenuation of its forming
components during averaging.

The frequency content within heart sounds is altered as a result of an intracar-
diac abnormality. An aortic stenosis PCG signal is considered for analysis by the
Smoothed pseudo Wigner–Ville distribution to show the difference between normal
and abnormal PCG signals. Moreover, four auscultation areas has been considered
for the PCG recording.

This frequency alternating aspect of normal heart sounds cannot be detected for
aortic stenosis heart sounds, as for several cardiovascular pathologies, because of the
weakness of S1 and S2 heart sounds in comparison to the strong systolic ejection
murmur. However, modulations laws around 150 and 180 Hz related to the stricture
of the aortic orifice are well characterised. Moreover, the tricuspid auscultation
area has been considered as the region upon the chest to be more able to retrieve
S1 and S2 heart sounds with comparable intensities. Indeed, aortic stenosis heart
sounds when acquired from this auscultation area contain S1 and S2 heart sounds
with similar shapes to the normal case, but at lower frequencies. The acquisition
and analysis system developed within this work allow to physicians to overcome the
human hearing limitation by time–frequency characterization of heart sounds.

11Centre hospitalier universitaire de Tlemcen, Algeria.
12Laboratoire de Génie biomédical–Institut de recherches cliniques de Montréal, Quebec, Canada.
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The SPWVD provides high time and frequency resolution within the time–
frequency plane. Auscultation areas; namely the aortic, tricuspid, mitral and pul-
monic, are taken into account to lead to a pragmatic interpretation by attributing
each spectral activity to its originating cardiac valve or cavity. The time–frequency
analysis carried out by means of the SPWVD upon normal and aortic stenosis heart
sounds allow us to retrieve features of each case. For normal heart sounds, an al-
ternating functioning of heart valves is unravelled. Indeed, the frequency content
of the S1 and S2 heart sounds throughout the PCG signal alters with regard to
valves sharing the same cardiac cavity. Aortic stenosis heart sounds were involved
in our study in a view to confirm their pathological nature towards the normal heart
sounds findings. Indeed, the weaken S1 and S2 heart sounds and the strong systolic
ejection murmur which dominates the overall systole confirm our hypotheses. Thus,
modulations laws related to the systolic ejection of blood through the stenosed ori-
fice were characterised by means of the reliable SPWVD approach. A third heart
sound (S3) which is an indicator of the presence of systolic dysfunction and elevated
filling pressure for aortic stenosis lesion was also characterised.

The Reassigned Smoothed Pseudo Wigner–Ville Distribution (RSPWVD) has
been used to analyse heart sounds as a modified method to the classical Wigner–Ville
Distribution (WVD). It was found out that the RSPWVD improves considerably
the resolution in comparison to the WVD and the SPWVD methods. The Reas-
signment mixed to the smoothing achieved both in time and frequency domains by
the SPWVD brings a new quality to time–frequency analysis. Indeed, a chirp–like
representation of S1 was obtained. Since the recording was done upon the tricuspid
auscultation area, then the S1 heart sound is of larger energy than that of the S2
heart sound. It was observed that the tricuspid (T1) valvular component has a
chirp nature with a frequency decreasing from 100 Hz to 50 Hz. The beginning
frequency should be larger that 100 Hz since the attack of the chirp envelope is
reduced at the onset of the S1 heart sound. By moving the stethoscope head to
the mitral auscultation area, the mitral activity is recorded as a chirp which overlap
with the tricuspid one. The modulated law of the mitral valvular activity is clarified
within the time–frequency plane through the RSPWVD, which is a powerful tool
for heart sounds analysis allowing to understand their chirp nature at a better time
and frequency resolutions in comparison to other time–frequency methods.

A detection algorithm of the valvular split of S1 and S2 was developed on the
basis of processing their corresponding RSPWVDs. The Reassignment mixed to the
smoothing achieved both in time and frequency domains by the SPWVD provides a
higher readability to the obtained RSPWVD. The proposed preprocessing envelope
recovery procedure adapts the analysed heart sounds to the WVD which is optimal
for analysing frequency modulated chirps. The performance of the algorithm is
confirmed on simulated heart sounds at various split durations (30, 40, 50 and
60 ms). The A2–P2 valvular split is localised at the frequency inflection in the
obtained RSPWVD. The developed algorithm is then validated on real heart sounds
of the LGB–IRCM cardiac valve database and retraces the inflection of the A2–P2
valvular split of the S2 heart sound within the time–frequency plane. The discrete IF
is estimated for both simulated and real data to confirm the results obtained through
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the RSPWVD. Therefore, the proposed algorithm deals adequately with detecting
the A2–P2 valvular split and confirms the chirp behaviour of heart sounds. Thus,
it has been demonstrated through the developed algorithm that the valvular split
can be accurately detected through the RSPWVD of heart sounds. Moreover, a
dechirping algorithm was developed to separate the forming valvular chirps of each
heart sound. Validation of the developed dechirping algorithm was also performed
on simulated and real PCG signals of the LGB–IRCM cardiac valve database.

Time–scale analysis investigates the modulated frequency content of Heart
sounds. The Valvular chirplet model adapted wavelet formed by the valvular chirplet
model (VCM) was confirmed to be a reliable tool for heart sound analysis since it
yields a better TFR in comparison to that obtained by means of Morlet wavelet
as well as the discrete Meyer wavelet as opponent approaches. By reaching 98.59%
of cross–correlation between the adapted wavelet and the original chirplet for 15 as
fitting polynomial order, this order was considered to compute the VCM adapted
wavelet used in analysis. Time–frequency representations are generated from the
time–scale representations by estimating the central frequency of the mother wavelet.
The VCM adapted wavelet related time–frequency representations achieve a better
analysis towards heart sounds. Indeed, a quantitative study of the obtained time
frequency representations confirms that the time–frequency plane is well represented
by the VCM than the Morlet wavelet or discrete Meyer wavelet. Furthermore, the
VCM adapted wavelet represents adequately more than 80% of the analysed S1 and
S2 heart sounds energy which is in direct relation with their frequency modulated
components. The Morlet wavelet and the discrete Meyer wavelet yields reduced
energy percentages in comparison to those obtained by the VCM adapted wavelet.
Therefore, the VCM adapted wavelet is more suitable for heart sounds characteri-
sation within the time–frequency plane.

Heart murmurs were detected directly within the time–frequency plane. The de-
veloped technique was performed on real PCG signals of the LGB–IRCM cardiac
valve database. The obtained results confirm the random behaviour of heart mur-
murs which are considerably reduced after averaging PCG signals over cardiac cy-
cles. However, adjusted systole phases of PCG signals of patients with bioprosthetic
valves placed in the aortic orifice are analysed by the Smoothed pseudo Wigner–
Ville distribution to detect their systolic murmur. The obtained results highlight
a resonant mode at 250 Hz within the adjuted systole phase which is accentuated
according to the pathology severity (light, mild, and severe). energy of the detected
resonant mode within the time–frequency plane can serve to assess the pathology
severity as a reliable detection parameter.

A detection technique of heart murmurs was developed and validated on real
phonocardiographic signals of the LGB–IRCM cardiac valve database. Moreover,
the Smoothed pseudo Wigner–Ville distribution was computed for PCG signals un-
der bioprosthetic valve anomaly. It has been shown that the pathology severity
(light, mild, and severe) affect the time–frequency content of the corresponding PCG
signals. Therefore, the time–frequency content of PCG signal became a reliable tool
to detect resonant modes in relation with abnormal functioning of prosthetic valves
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for maintenance purposes.

A global analysis is achieved through wavelet packets to quantify heart murmurs.
The decomposition carried out by wavelet packets provides a reliable analysis of
PCG signals. Indeed, after analysing both normal and abnormal PCG signals, we
can clearly conclude that heart murmurs can be adequately quantified by means
of wavelet packets without any temporal segmentation. The six cardiac disorders
studied in section III.4.2, namely the aortic regurgitation, aortic stenosis, mitral
regurgitation, mitral stenosis, pericardial friction rub, and ventricular septal defect
as well as a normal PCG signal were accurately quantified. In fact, the obtained re-
sults show that the proposed wavelet packets normalised subband energy (WPNSE)
parameter revealed a reliable discrimination between the overall studied pathologies.
Thus, eight energy subbands up to 300 Hz were sufficient to highlight the contrast
between the contribution of each pathology to its corresponding PCG signal.

The present work is an innovative contribution in resolving some main issues
during phonocardiographic signal analysis; namely amplitude attenuation and phase
cancellation. Moreover, murmurs were detected directly within the time–frequency
plane. Additionally, an adapted wavelet was developed to represent the energy of
the PCG signals within the time–frequency plane. Thus, the developed processing
algorithms resolving these issues are innovative and are useful in further processing of
phonocardiographic signals, which still an invaluable tool within medical diagnosis.
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Appendix A

Developed software

All graphical user interfaces were developed within a MATLAB environment.

A.1 PCG Recorder

The PCG Recorder software gathers some Data acquisition Toolbox basic function-
alities of a MATLAB environment. Phonocardiographic signals were recorded in 16
bits resolution at various sampling frequencies that avoid spectral aliasing. Several
clinical patient’s information are also recorded as metadata. Data and metadata
were saved as data files with a structure format with PCG extension.

Figure A.1: Graphical user interface of PCG Recorder software [2, 3] developed
under a MATLAB environment
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A.2 PCG Segmentation

A software was developed within a MATLAB environment to segment PCG signals
of the LGB–IRCM cardiac valve database. The graphical user interface (GUI) of this
software is illustrated in Figure A.2. Segmentation of the PCG signal is achieved
according to systole and diastole phases by detecting the R–peak and the end of
the T–wave of the simultaneously recorded ECG signal. Signals were adjusted by
cross–correlation to avoid jitter during diastole phases.

Figure A.2: Graphical User Interface of PCG segmentation software

A.3 PCG WP Analyser

The GUI illustrated in Figure A.3 represents wavelet packets analysis software de-
veloped during this work.
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Figure A.3: Graphical User Interface of Wavelet packets PCG Analyser software

A.4 PCG simulator

Software illustrated in Figure A.4 is based on the valvular heart sound model (see
section III.3.4). Data are saved in WAV or MP3 format at a high audio quality.
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Figure A.4: Graphical User Interface PCG Simulator software.

A.5 Time–frequency analysis software

Several command line functions for time–frequency analysis were developed under
a MATLAB environment.
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LGB–IRCM cardiac valve
database – Additional
information

A.1 LGB–IRCM cardiac valve database 10078: Aortic
stenosis (light)

• Rythm: pacemaker

• Third heart sound: no

• Heart rate: 74 bpm

• Arterial systolic pressure: 140 mmHg

• Arterial diastolic pressure: 88 mmHg

• Systolic murmur: yes

• Diastolic murmur: no

• New York Heart Association (NYHA) functional class; 2: dyspnea with a
reasonable exercise

• Position of the prosthesis: aortic

• Prosthesis type: St–Jude bioprosthesis

• Model: A801

• Prosthesis size: 23 mm

• Morphology of the bioprosthesis: normal

• Hemodynamic function of the bioprosthesis: abnormal
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information

• Transvalvular regurgitation: normal

• Perivalvular regurgitation: normal

• Stenosis: light

• Patient–prosthesis disproportion: no

• Movement of rocker: no

• Mobility of the leaflets: normal

• Thickening of the leaflets: no

• Tear of the leaflets: no

• Extrinsic calcification of the leaflets: no

• Intrinsic calcification of the leaflets: no

A.2 LGB–IRCM cardiac valve database 20008: Aortic
stenosis (light)

• Rythm: auricular fibrillation

• Third heart sound: no

• Heart rate: 88 bpm

• Arterial systolic pressure: 110 mmHg

• Arterial diastolic pressure: 60 mmHg

• Systolic murmur: yes

• Diastolic murmur: yes

• New York Heart Association (NYHA) functional class; 3: dyspnea with light
or moderated exercise.

• Position of the prosthesis: aortic

• Prosthesis type: Carpentier–Edwards bioprosthesis

• Model: 2625

• Prosthesis size: 23 mm

• Morphology of the bioprosthesis: abnormal

• Hemodynamic function of the bioprosthesis: abnormal
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• Transvalvular regurgitation: moderated anomaly

• Perivalvular regurgitation: normal

• Stenosis: mild

• Patient–prosthesis disproportion: light anomaly

• Movement of rocker: no

• Mobility of the leaflets: normal

• Thickening of the leaflets: mild

• Tear of the leaflets: small

• Extrinsic calcification of the leaflets: no

• Intrinsic calcification of the leaflets: small

A.3 LGB–IRCM cardiac valve database 10019: Aortic
stenosis (severe)

• Rythm: sinus rhythm

• Third heart sound: no

• Heart rate: 67 bpm

• Arterial systolic pressure: 144 mmHg

• Arterial diastolic pressure: 70 mmHg

• Systolic murmur: yes

• Diastolic murmur: no

• New York Heart Association (NYHA) functional class; 3: dyspnea with light
or moderated exercise.

• Position of the prosthesis: aortic

• Prosthesis type: non–common bioprosthesis type

• Model: MMI

• Prosthesis size: 21 mm

• Morphology of the bioprosthesis: abnormal

• Hemodynamic function of the bioprosthesis: abnormal
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• Transvalvular regurgitation: moderated anomaly

• Perivalvular regurgitation: normal

• Stenosis: severe

• Patient–prosthesis disproportion: normal

• Movement of rocker: no

• Mobility of the leaflets: reduced

• Thickening of the leaflets: moderated

• Tear of the leaflets: no

• Extrinsic calcification of the leaflets: moderated

• Intrinsic calcification of the leaflets: no




