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Abstract 

Wireless Mesh Networks (WMNs) are currently emerging as a promising 

technology in the field of wireless networks. To offer a more robust solution for 

Internet access and community networking for mobile clients, this type of network 

inherits the Mobile Ad hoc Network (MANET) features: (a) auto-configuration, (b) 

auto-healing, (c) dynamic routing. Thus, unlike the other traditional networks, the 

WMN uses the MANET faculties to extend the network coverage in areas where 

there’s no infrastructure within reach. Although the MANET is a core feature in the 

WMN, this category of network usually contain infrastructure that provides the users 

with a better Quality of Service (QoS). 

The key protocol that enables the flexibility of the topology for the MANET and 

WMN, and to provide QoS for the users, is the routing protocol. Therefore, this work 

is focused on studying the different routing protocols designed to operate in dynamic 

topologies and how they influence the QoS. Afterwards, in order to improve the QoS, 

we elaborate on different approaches to lower the routing complexity, limit the 

consumptions of the client nodes resources, improve mobility awareness and to 

optimize the usage of the WMN infrastructure. 

Keywords: MANET, WMN, Routing Protocols, QoS 

Résumé 

Les réseaux Wireless Mesh Networks (WMNs) sont en train d'émerger comme une 

technologie prometteuse dans le domaine des réseaux sans fil. Pour offrir une solution 

plus robuste d'accès Internet aux clients mobiles, ce type de réseau hérite les 

fonctionnalités du réseau Mobile Ad-hoc (MANET): (a) auto-configuration, (b) auto-

guérison, (c) routage dynamique. Ainsi, contrairement aux réseaux traditionnels, le 

WMN utilise les facultés du MANET pour étendre la couverture du réseau dans les 

zones où il n'y a pas d'infrastructure. 

Bien que le WMN hérite les caractéristiques essentielles du MANET, cette catégorie 

de réseau est équipé d'une infrastructure consacrer à fournir aux utilisateurs une 



meilleure qualité de service. Le protocole clé qui permet la flexibilité de la topologie 

MANET / WMN et la promotion de la qualité de service offerte aux utilisateurs, est le 

protocole de routage. Par conséquence, ce travail se concentre sur l'étude des différents 

protocoles de routage conçus pour fonctionner dans des topologies dynamiques et leur 

influence sur la qualité de service. Ensuite, afin d'améliorer la qualité de service, nous 

détaillerons différentes approches pour : (a) réduire la complexité de routage, (b) 

limiter les consommations des ressources du noud mobile, (c) diminuer l’effet de la 

mobilité sur le protocole de routage et (d) d’optimiser l'utilisation de l'infrastructure 

WMN. 

Mot clés : MANET, WMN, Protocole de routage, Qualité de service 

ملخصال  

 دو  ىزقذٌٌ.اىلاسينٍخ اىشجنبد ٍجبه فً ٗاػذح رنْ٘ى٘جٍب ثبػزجبسٕب دبىٍب اىظٖ٘س فً آخزحNMW اىشجنبد 

 : TENAMٍٍزاد  ٌشس شجنخ ٍِ اىْ٘ع ٕزا اىج٘اه، ىؼَلاء اىَجزَؼٍخ ٗاىشجنبد الإّزشّذ إىى ىي٘ص٘ه أفضو

 رسزخذً, اىزقيٍذٌخ اىشجنبد ػنس ػيى,  ٕٗنزا.اىذٌْبٍٍنً  اىز٘جٍٔ(د) ,ريقبئً  اىشفبء(ة,)اىزيقبئٍخ   اىزٍٖئخ(أ)

 اىشغٌ ػيى. رذزٍخ ثٍْخ ٌ٘جذ فٍٖب لا اىزً اىَْبطق فً اىشجنخ رغطٍخ  ىز٘سٍغ TENAMخصبئصNMW شجنخ 

 ر٘فش اىزً اىزذزٍخ اىجٍْخ ػيى رذز٘ي ٍب ػبدح شجنخ ٍِ اىفئخ  ٕزٓ NMW,فً أسبسٍخ آىٍخ  ًٕ TENAMأُ ٍِ

.اىخذٍخ ٍِ أفضو ّ٘ػٍخ ىيَسزخذٍٍِ  

 اىخذٍبد ٍِ جٍذح ّ٘ػٍخ  ٗ رقذNMW / TENAMٌٌىشجنخ  ط٘ث٘ى٘جٍخ ٍشّٗخ ٌزٍخ اىزي اىشئٍسً اىجشٗر٘م٘ه

 طج٘ى٘جٍخ فً ىيؼَو اىَصََخ اىَخزيفخ اىز٘جٍٔ ثشٗر٘م٘لاد دساسخ ػيى سمزّب,  ىزىل.اىز٘جٍٔ ثشٗر٘م٘ه ٕ٘

 ٍخزيفخ أسبىٍت ّقزشح اىخذٍخ، ج٘دح رذسٍِ أجو ٍِ رىل،  ثؼذ.اىخذٍبد ّ٘ػٍخ ػيى رؤثش أّٖب ٗمٍف, دٌْبٍٍنٍخ

NMW ثٍْخ  اسزخذاً ٗىزذسٍِ اىزْقو اى٘ػً رذسٍِ ٗ ػَلاء اىَ٘اسد اسزٖلاك ٍِ اىذذ اىز٘جٍٔ، رؼقٍذ ىزخفٍض

.اىزذزٍخ  

  NMW TENAM, ,اىخذٍخ اىز٘جٍٔ،ج٘دح  ثشٗر٘م٘ه:الرئيسية الكلمات

 
 



General Introduction 

Because of their multiple advantages, dynamic wireless networks are considered as a 

very profitable technology in the field of telecommunication. Though multiple 

dynamic networks with different characteristics emerged, the random / flexible nature 

of the topology is the defining commune factor in this category of network. Compared 

to its traditional wireless networks counterparts, the auto-configuration / auto-healing 

faculties of the MANET makes it a very suitable solution when the components of the 

network are moving rapidly (vehicular networks). Moreover, in scenarios where the 

deployment of a physical infrastructure is difficult (natural disaster) or unwanted 

(military application), the properties of the MANET occur perfectly.  

Additionally, the self-governing feature makes this type of network highly flexible 

with a negligible deployment / maintenance cost. Hence, over the last few years, many 

studies have been directed to utilise the MANET for various applications such as the 

military field (Choudhary et al., 2004; Mariann et al., 2014), healthcare (Hussain, 

2015), Internet access (Khalid et al., 2015), Pear to Pear (P2P) networks (Che-Liang et 

al., 2010; Afzal and Hossam, 2011), emergency situations (Kanchana et al., 2007; 

Koichi et al., 2010; Patricia et al., 2015) and most commonly, for vehicular 

communication / safe navigation (Li-Der et al., 2010; Demin et al., 2012; Sofiane et 

al., 2014; José et al., 2014; Timo et al., 2015). 

In an arbitrary, constantly changing topology, the standard routing approach is 

almost obsolete. Therefore, various protocols were designed to operate in such a 

dynamic environment. Primarily, two categories of routing methods exist. First, the 

proactive protocols create and update a route to every reachable destination. 

Nevertheless, maintaining a complete view of the topology requires a continuous 

advertisement / processing of routing messages which raises the overhead. Hence, 

another method called reactive, was proposed to lessen the complexity of the routing 

operations. Conversely, in the reactive strategy, only the essential paths are built and 

maintained. On the other hand, after the establishment of a path, this strategy cannot 

detect the presence of a new route. Furthermore, the failure of the transmission path 

usually forces the source to restart the path building procedure all over again. 



Hybrid protocols merge both previous methods. Rather than maintaining a complete 

routing table, the nodes create only local routing zones to limit the overhead / routing 

complexity. Plus, during the reactive session, the destination is located faster. 

However, the path produced by this approach is not necessarily the shortest. Similarly, 

to ease the nodes routing duties, the hierarchical protocols elect Cluster Heads (CH) 

and Gateways (GW) to manage the routing functions. But, this method does not 

guarantee the best path either and the concentration of traffic load / routing operations 

on the CHs / GWs can weaken the network performance. 

Based on the same MANET core concepts, several similar network technologies 

emerged such as the Vehicular Ad hoc Network (VANET), Wireless Sensor Network 

(WSN) and more recently, the WMN. Though all the routing protocols, tailored for the 

aforementioned wireless network categories, are based on the same notions, each 

network category favours specific aspects more than others. For example, hierarchical 

protocols are largely preferred for WSN to maximize the battery lifetime of the sensors 

(Susmit, 2010; Hoda et al., 2012; Nora et al., 2012; Prabakaran et al., 2015). To make 

better use of the heterogeneous Wireless Mesh Network components and improve the 

QoS, hybrid and hierarchical protocols are more appropriate. 

In this work, we take special interest in the MANET and WMN routing protocols. 

First, we study the basic as well as the most recent routing protocols developed for 

MANETs because this network category is the most primitive incarnation of the 

dynamic network notion. Then, we compare various routing protocols in different 

scenarios to verify their adaptability. After illustrating through the results that the 

routing protocols are pivotal in determining the QoS provided to the users, we detail 

solutions to two complex routing issues that heavily influence the QoS: (a) the random 

mobility of the nodes, (b) the complexity of proactive routing. 

After discussing in detail the complex routing problem in dynamic networks, we 

analyse the WMN routing challenges. As a subcategory of the MANET, WMN 

inherits obviously the same routing issues in addition to the QoS maximisation task. 

Because, the WMN is designed specifically to provide a better QoS to the mobile 

clients while having the same flexibility attributes of the MANET. Hence, we propose 



a load balancing algorithm for WMNs, based on the Genetic Algorithm (GA), to 

conclude this work. 

List of Contributions 

Additionally  to the studies of the state of the art, analysis and synthesis of the work 

in the literature we do in every step of our work, the main contributions of this thesis 

are: 

1. We conducted several simulations in order to identify the most effective 

protocols to ensure QoS for the user data flows, while several important metrics 

are evaluated: overhead, delivery ratio, delay, throughput and path length 

(which have a direct influence on jitter), based on various scenarios: network 

size / density, number of transmission demands and velocity of nodes.  

2. We discuss in detail the most efficient solution intended to limit the nodes 

mobility effect on the protocols performances. By anticipating path failures, this 

mechanism can be very efficient for packet losses avoidance in a protocol such 

as AOMDV. 

3. We propose a proactive protocol ERBOR (Effective Routing Based on 

Overhead Reduction) to limit the routing complexity. Moreover, we included a 

mechanism that enables ERBOR to ignore control messages that contain 

redundant routing information. Instead of processing all the received control 

messages like other proactive protocols, ERBOR verifies first the control 

message generator field to determine if the message is useful. 

4. We analyse the WMN routing challenges. In addition to the general dynamic 

routing problems, the WMN is meant to offer the best possible QoS to the 

mobile clients. Thus, we propose a load balancing algorithm for WMNs. 

Plan of Manuscript 

To detail all our contributions and our work approach, this thesis is organized as 

follows: 



In Chapter I, we present a study of the state of the art covering the evolution of the 

routing solutions developed for MANET. This chapter has several tables summarizing 

the advantages and disadvantages of different solutions previously proposed. 

Chapter II provides a comparative study of seven routing protocols, four of which 

are reactive (AODV, DSR, AOMDV and LAR) and three proactive (DSDV, OLSR, 

DREAM) through different scenarios, to determine the best protocols able of 

promoting QoS for the users data flows. 

Chapter III is devoted to the presentation of our main contribution named ERBOR. 

Chapter IV includes our proposition in load balancing for WMN after a brief 

presentation of routing protocols tailored specially for WMN.  

Finally, we present a general conclusion obtained of all our work and the prospects 

of this thesis. 
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I.I. Introduction 

Because of their multiple advantages and the recent advances in the field of wireless networks, 

the Mobile Ad hoc Networks (MANETs) progressively gained in popularity. This type of net-

work is distinguished by its distributed nature and auto-healing / auto-organization features. At 

any moment, the network members are able to move freely which makes the network topology 

highly flexible. Furthermore, a MANET doesn’t contain any form of physical infrastructure 

which reduces the deployment cost. Instead of dedicating a preset infrastructure for routing op-

erations, all the network components contribute to forward packets and to execute routing func-

tions in a distributed manner. 

The dynamic nature of the topology is the core feature of the MANET. This category of net-

work is designed to maintain the connectivity between the users while they are in motion. Con-

sequently, the classic routing strategies can’t be applied in such a situation. The MANET routing 

protocol must react fast to the topological changes and perform routing functions in a distributed 

fashion. Therefore, numerous routing protocols were specifically designed for dynamic topolo-

gies. Based on the way the MANET protocols construct the paths, three types of protocols exist: 

(a) proactive protocols, (b) reactive protocols, (c) hybrid protocols. 

Proactive protocols build and maintain a path to every possible destination in the network. 

This strategy requires a periodic broadcast of the topological information maintained by each 

node. Afterwards, the received routing messages are processed to update the routing table. As a 

result, this strategy optimizes all the available paths and reduces the transmissions delay since 

all the possible paths are pre-built. Nevertheless, overtime, the constant broadcast / treatment of 

control messages can consume a sizeable amount of the network resources. 

On the other hand, reactive protocols waist less energy on routing operations by creating a 

path on request only. This strategy is based on a request / wait for reply cycle and doesn’t re-

quire a periodic advertisement of the global topological information. During the construction of 

a path, the intermediate nodes forward the transmission request once only until the destination is 

found. After that, the destination generates a reply and sends it through the discovered path. Al-

though this method reduces the overhead, the path building process forces the source to wait un-
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til a path towards the destination is established which increases the transmission delay. Besides, 

with the absence of routing information exchange, the source is unable to find a better path 

unless the one in current use is broken. 

The hybrid protocols combine the reactive and the proactive methods. Usually, the proactive 

method is used to collect the routing information about the neighbourhood. Then, the reactive 

method is launched when a path to a remote destination is needed. As a result, this approach re-

duces the transmission delay by comparison with the reactive method and generates less over-

head by advertising only the neighbourhood table. However, this type of protocol inherits par-

tially the reactive protocols defects (transmission delays and unawareness of the newly formed 

paths) and doesn’t necessarily produce the shortest path since the search for the destination is 

zone driven. 

 

Fig 1. Virtual hierarchical organization for the MANET. 

Some protocols organize the network in a hierarchical manner to attribute a role for each node. 

The idea is to represent the topology in a form of multiple clusters where each cluster, has one 

representative, in charge of routing functions, called Cluster Head (CH). Secondly, the network 

members that belong to more than one cluster are used for communication between clusters and 

are called Gateways (GW). Consequently, the hierarchical organization minimizes the routing 

operations performed by the cluster members since the routing functions are handled by the CH 

and GW only. The downside is that the concentration of data flows on the CHs and GWs can 

lead to network congestion. Fig 1 is an example of how the network is organized by the hierar-

chical protocols. 

Besides their primitive routing strategies, each routing protocol applies additional methods to 

adapt to a specific requirement. Some protocols are focused on guaranteeing better privacy to 
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the user. Others tend to increase the network life time and / or improve the Quality of Service 

(QoS). In this chapter, we go through the various methods applied by the routing protocols de-

signed for MANETs. 

I.II. Proactive protocols 

Typically, the proactive protocols are based on the periodic broadcast of the routing informa-

tion collected by the network members. Subsequently, the received control messages are proc-

essed to refresh the topological view and the detected changes are announced afterwards. This 

type of protocols auto-optimizes all the possible paths and minimizes the transmission delay. 

Nevertheless, the constant treatment and advertisement of routing messages, can be expensive in 

terms of energy and CPU usage. Especially in large networks. 

a) Destination Sequenced Distance Vector (DSDV) is a proactive routing protocol based on 

the Distributed Belman Ford (DBF) algorithm (Perkins and Bhagwat, 1994). In this protocol, a 

sequence number is used to define the freshness of the path. When a node can choose between 

multiple paths leading to the same destination, the path with the highest sequence number is fa-

voured. An entry in the routing table of this protocol fundamentally contains: (a) the next hop 

ID, (b) hop count, (c) the destination ID, (d) the destination sequence number. The main purpose 

of this protocol is to eliminate routing loops through the use of the sequence number.  

The nodes broadcast their routing information periodically and when an important change is 

detected, the new information is immediately announced. Two types of routing messages are 

used by DSDV: (a) Full Dump message which contains the entire routing table, (b) Incremental 

message which contains only the changes since the last advertised Full Dump. When a signifi-

cant topological alteration is sensed, a Full Dump message is advertised instead of the Incre-

mental message so that the next routing message will contain less information. Additionally, 

Full Dump messages are advertised after a constant period to refresh the routing view of the 

neighbours.  

When a path to a destination is lost, the hop count is set to infinity. The same operation is 

made when a link with a neighbour is lost: the hop count is set to infinity in the path attributed 

to the neighbour and all the paths constructed based on the corresponding neighbour. To an-
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nounce that a link with a neighbour is broken, a node generates a higher sequence number than 

the last known sequence number of the neighbour. Subsequently, this information is propagated 

in the network to delete all the paths leading to the corresponding destination. 

b) Optimized Link State Routing (OLSR) is a proactive protocol based on the Link State (LS) 

algorithm (Clausen and Jacquet, 2003). To run this protocol, every network member chooses a 

subset of its neighbourhood called Multipoint Relays (MPRs) which is used to forward routing 

and data messages. Redundant neighbours are excluded from the MPR list to reduce the number 

of the advertised links. The information describing the neighbourhood is advertised periodically 

in control messages called HELLO which are used to calculate the MPR ensemble. Then, the 

MPR nodes are chosen in a way that all the neighbours within two hops distance, are attainable. 

This method becomes more efficient when the MPR ensemble is reduced. 

After the definition of the MPR ensemble, only the selected MPRs are used to forward control 

messages. The rest of the neighbours process the control messages, but do not forward them. 

Consequently, this protocol eliminates the asymmetric link problem. In Fig 2 for instance, MH3 

can be considered as a redundant neighbour for MH1. Since MH3 is accessible through MH2 

and MH4, MH3 is excluded from the MPR list of MH1. On the other hand, MH11 is only acces-

sible through MH7 and therefore this node is selected as a MPR for MH1. 

 

Fig 2. Example of the MPR selection. 
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c) In Fisheye State Routing (FSR), the Fisheye algorithm is applied to reduce the routing 

overhead (Gerla et al., 2002). The Fisheye algorithm was initially designed to compress the rep-

resentation of visual data. When this method is applied on the topological information, the nodes 

advertise the routing information describing the close neighbourhood more often than the paths 

leading to the destinations faraway. Consequently, a node obtains a precise routing view de-

scribing the close neighbours and the precision decreases gradually for the remote destinations. 

Although this technique reduces the quantity of overhead, it makes the path built towards the 

remote destinations, less accurate. 

 

Fig 3. Fisheye state routing. (Gerla et al., 2002). 

d) Distance Routing Effect Algorithm for Mobility (DREAM) is a proactive routing protocol 

that collects the geographical coordinates of the mobile hosts (Basagni et al., 1998). In this pro-

tocol, the nodes obtain their locations through a localization system and advertise them in rout-

ing messages. Subsequently, the received geographical positions, for each destination, are stored 

in a Location Table. This protocol adapts the overhead / routing accuracy by two mechanisms: 

(a) the distance effect, (b) the destination relative speed. 

The idea behind the distance effect method is that when two nodes are faraway, they appear to 

be moving less respectively to each other. Based on this observation, the routing information 

received from the nodes faraway are less important than the description of the close neighbours. 

To reduce the overhead quantity, an age parameter is included in the routing messages to deter-

mine how far the paths are forwarded. The value of this parameter can be short so that the rout-

ing information is announced only in a restricted zone then ignored after that. This type of mes-
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sage is generated frequently to update the nearby nodes. Other routing messages age parameter 

is higher which means that they are intended to be delivered to a larger part of the network. This 

type of message is advertised after a constant period to reach the distant network members. 

Though this strategy is similar to the idea applied in FSR, DREAM collects the geographical 

distance instead of hop count. 

In the second mechanism of DREAM, the frequency with which the routing messages are 

broadcast depends on the node speed of movement. Accordingly, the nodes moving fast broad-

cast their routing messages more frequently than those moving slowly. Afterwards, when a path 

to a destination is required, the geographical description of the destination is used to calculate 

the intermediate nodes that are close to it and the packets are forwarded through them. Although 

the methods applied by this protocol can reduce the overhead, the overhead produced by this 

protocol expands when the nodes move rapidly. 

 

Fig 4. OGMs dissemination. 

e) Better Approach To Mobile Ad hoc Networking (BATMAN) is distinguished by its new 

approach of path selection (Neumann et al., 2008). Instead of calculating the shortest path to-

wards the destination, the node detects which neighbour offers the best path to the destination. 

In this protocol, the routing information is not exchanged directly like in other protocols. Each 

node broadcasts routing messages called Originator Messages (OGMs) periodically and the re-
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ceiving neighbours rebroadcast them afterwards. During this process, the path to each destina-

tion is selected based on the number of OGMs received.  

Like in other routing protocols, the OGMs are advertised in User Datagram Protocol (UDP) 

mode. For instance in Fig 3, the OGM generated by D is forwarded by intermediate nodes. Dur-

ing this process, the receivers of the OGM update their routing entries attributed to D. Since the 

path selection is based on the number of OGMs received from the destination, this protocol 

chooses the paths that have the lowest packet losses. Though a Time To Live (TTL) parameter is 

used to limit the distribution of the control messages, the constant rebroadcast of OGMs in-

creases the overhead. 

f) In Babel, the path selection process is based on the probability of transmission without 

packet losses (Juliusz, 2010). To compute this metric, the protocol counts the number of routing 

messages received from a neighbour during a period of time. Then, to calculate the ETX metric 

(De Couto et al., 2003), the number of messages received is divided by the excepted number of 

messages. Afterwards, the neighbours that offer the highest probabilities of transmission without 

pack loss, are used for path construction. As a result, this protocol promotes the paths that have a 

low signal interference and a high throughput. On the other hand, like in the BATMAN proto-

col, the constant broadcast of the routing messages increases the overhead. 

Table 1. Comparison between the proactive protocols. 

Protocol Advantages Inconveniences 

DSDV • Eliminates routing loops through 

the use of the destination se-

quence number. 

• Significant topological changes 

are immediately announced. 

• Medium complexity. 

• Overhead depends on the topol-

ogy size. 

• Paths to the remote destinations 

are distributed slowly (which 

causes routing errors) 

OLSR • The use of MPR eliminates the 

asymmetric links problem. 

• Overhead depends on the network 

size. 
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• High complexity. 

FSR • Reduces the overhead by mini-

mizing the broadcast frequency of 

the routing information describ-

ing distant destinations. 

• Low complexity. 

• When the nodes move frequently, 

the routing information describ-

ing the remote destinations be-

comes less accurate. 

•  Overhead depends on the net-

work density.  

DREAM • Adapts the overhead through the 

use of the geographical informa-

tion. 

• Rapid path recovery. 

• Paths produced by this protocol 

are not necessarily the shortest. 

• The overhead produced by this 

protocol depends on the network 

members’ mobility. 

BATMAN • Creates paths with low packet 

losses / high throughput. 

• Generates a considerable volume 

of overhead (the broadcast inter-

val of the OGMs is smaller than 

the broadcast interval of other 

proactive protocols). 

Babel • Spends fewer resources on data 

retransmission by avoiding signal 

interferences. 

• Generates an important quantity 

of control messages to calculate 

the ETX metric. 

 

Table 1 is a comparison between the abovementioned proactive protocols. To summarize, the 

proactive protocols offer an advantage in collaborative scenarios (the users are in constant 

communication with each other) in addition to optimizing all the available paths continuously. 

However, as the size of the network expand, this type of protocol generate a substantial amount 

of overhead. The most original protocols in this category and the most used in the literature are: 

(a) DSDV due to its low complexity, (b) OLSR because of its MPR path construction approach, 

(c) DREAM because of its mobility oriented approach. Which is why we will test these three 

protocols in the next chapter. 
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I.III. Reactive protocols 

Whereas the proactive protocols main focus is to maintain the paths between all the nodes, re-

active protocols create a path on demand only. 

a) Designed by Perkins et al. (2003), Ad hoc On demand Distance Vector (AODV) is a reac-

tive protocol that applies a request / wait for reply cycle to construct a path. When a node needs 

a path to a given destination, the search is initiated by the broadcast of a Route Request (RREQ) 

message. After receiving a RREQ, the intermediate node creates a reverse path to the source and 

rebroadcast the request only once. Afterwards, when the destination is reached or a node in pos-

session of a recent path (by comparison with the sequence number included in the RREQ) is at-

tained, a Route Replay (RREP) is forwarded towards the source to establish the transmission 

path. Subsequently, a path is maintained as long as it is used. 

In case of path failure, the source is informed about this event so that the search for the desti-

nation can be restarted. Fig 5 is an example of the path maintenance process. When the node L 

detects that the destination D has moved out of reach, it announces the route failure which is 

forwarded to the source. Then, S starts the search from the beginning. 

 

Fig 5. The path maintenance process. 

b) Dynamic Source Routing (DSR) applies a similar path construction process to the one ap-

plied in AODV (Johnson et al., 2007). During the path discovery, the difference is that the in-

termediate nodes include their IDs in the RREQ instead of memorizing the reverse path. More-

over, when the path is sent back to the source, the found path is included in all the data packets. 
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As a result, this protocol requires less storage capacity. On the other hand, including the path in 

all the RREQ / RREP and data messages introduces a considerable quantity of routing overhead. 

Fig 6 and 7 illustrate how the search for the destination is carried out by DSR. 

 

Fig 6. Dissemination of route requests. 

 

Fig 7. Route reply. 

c) Instead of maintaining only one path towards the destination, Ad hoc On demand Multipath 

Distance Vector (AOMDV) proposed by Marina and Das (2006), and Temporally Ordered 

Routing Algorithm (TORA) developed by Park and Corson (1997) maintain all the found paths 

during the search for the destination. After that, in case the primary transmission path is broken, 

one of the alternative paths is used by the source. Unless all the alternative paths are broken, this 
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approach can significantly shorten the transmission delay and overhead. On the other hand, cre-

ating and maintaining multiple paths to the same destination, requires extra processing. 

d) Developed by Toh (1997), Associativity Based Routing (ABR) is a reactive protocol that 

promotes the path that has a high associability degree. To run this protocol, each member of the 

network attributes an associability degree to its neighbours by counting the number of the 

HELLO messages received. During the search for the destination, the associability degree of the 

explored links are included in the request messages. Subsequently, when the destination is 

reached, the path with the highest associability degree is selected. Also, this protocol incorpo-

rates a local path repair mechanism to reduce the transmission delay in case of a path failure. 

Although the local path repair is effective when the nodes are moving at a medium / low pace, 

this method increases the transmission delay when it fails. 

e) Signal Stability-Based Adaptive Routing (SSA), presented in the work of Dube et al. 

(1997), is a reactive protocol that selects the paths based on the signal strength between the 

neighbours. First, for each neighbour, the link signal quality is recorded as “high” or “low”. 

Then, when the search for the destination is launched, only the path requests received from the 

“high” signal strength links, are forwarded. As a result, this protocol creates paths formed by 

“high” quality links. The disadvantage of this method is that, if the first attempt to build a path 

with “high” quality links fails, the transmission source then restarts the search and the “low” 

quality links are accepted during the second attempt. Thus, the transmission delay is increased. 

f) Ko and Vaidya (2000) proposed another protocol called Location Aided Routing (LAR) that 

collects the geographical coordinates of the mobile hosts. This reactive protocol explores the 

existing geographical information about the destination (last known location, time elapsed since 

the last communication, speed and direction of movement) to near down the location where the 

destination might be found. First, the source calculates the relative distance that separates it from 

the destination and includes it in the request message. Afterwards, the intermediate nodes re-

ceiving the request message will rebroadcast it only if they are closer to the destination. In order 

to enlarge the search area, the distance separating the destination from the source, is increased at 

the beginning of the process. Consequently, the probability of finding the destination, is in-

creased. However, supposing that the next hop leading to the destination is the closest one to it 
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(geographically), can be false. As a result, the path repair mechanism can falsely fail which 

leads to restarting the search for the destination and including the entire network in the process. 

Hence, if the path repair fails, the transmission delay is increased. 

Table 2. Comparison between the reactive protocols. 
Protocol Advantages Inconveniences 

AODV • Avoids routing loops by the use 

of the destination sequence num-

ber. 

• Low complexity. 

• When a path in current use is 

broken, the source is forced to re-

start the search for the destination 

from the beginning, which in-

creases the transmission delay. 

DSR  • Avoids routing loops by includ-

ing the entire path in the data 

messages and route request / re-

ply. 

• Requires less storage capacity / 

routing operations. 

• Generates a high quantity of 

overhead especially in large net-

works. 

AOMDV / TORA • Creates multiple paths to the 

same destination for a better 

adaptability to topological 

changes. 

• Lowering the overhead caused by 

path failures. 

• Maintaining alternative paths re-

quires extra processing. 

ABR • Creates paths through the nodes 

that have a low sate of mobility. 

• Applies a local repair mechanism 

to reduce the transmission delay. 

• When the local repair process 

fails, the transmission delay is 

augmented. 

SSA • In order to avoid packet losses, 

SSA builds paths based on strong 

links. 

• When the process of building a 

path with “high” quality links 

fails, the search for the destina-
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tion is restarted to accept “low” 

quality links. Consequently, the 

transmission delay is increased. 

LAR • Through the use of the geo-

graphical information, LAR 

minimizes the participants in the 

path recovery and accelerate the 

process. 

• Path construction based on the 

geographical locations does not 

necessarily produce the shortest 

path. 

A comparison between the reactive protocols discussed in this section is presented in Table 2. 

To recapitulate, the reactive family was initiated to lower the routing overhead. However, this 

category of protocol cannot sense the availability of better paths when the topology changes. 

And most importantly, path failures elevate the overhead and the transmission delay. Most of the 

recent proposed reactive protocols are based on: (a) AODV because of its simplicity, (b) 

AOMDV because of its multipath approach, (c) DSR due to its adaptability to security features, 

(d) LAR due to its mobility awareness methods. Thus, in the next chapter, the abovementioned 

protocols are tested.  

I.IV. Hybrid and hierarchical protocols 

Hybrid protocols usually create multiple routing zones by applying the proactive approach. 

Then, the reactive approach is initiated to reach the remote destinations. 

a) Proposed by Hass et al. (2002), Zone Routing Protocol (ZRP) applies this idea to create a 

routing zone around each node as shown in Fig 8. During the reactive path building phase, if the 

destination is within the routing zone, a path replay is sent back to the source. Hence, the delay 

introduced by the path discovery process is reduced by comparison with the classic reactive ap-

proach. Nevertheless, since the search for the destination is directed through routing zones, the 

path produced by this protocol is not always the shortest. 
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Fig 8. Zone Routing Protocol. 

b) Joa and Lu (2002) designed Zone Based Hierarchical Link State (ZHLS) which is also a 

hybrid protocol that creates routing zones based on the geographical locations of the network 

components. Depending on the positions of the nodes, the network is arranged in a form of mul-

tiple routing zones. Furthermore, the nodes that belong to the same zone create paths towards 

each other and the links between the routing zones are announced in the entire network. During 

the reactive search for the destination, the transmission delay is reduced since the route replay is 

sent once the zone, to which the destination belongs to, is found. On the other hand, the geo-

graphical routing zones of this protocol cannot merge. Fig 9 is an example of how ZHLS ar-

ranges the nodes in groups based on their positions. 

 

Fig 9. Zone based hierarchical link state. 



 
21 

 

Protocols that organize the network in a hierarchical manner are very similar to the hybrid pro-

tocols. The difference between these two strategies is that the hierarchical organization of the 

network elects a subset of the network responsible for the routing operations whereas in the hy-

brid protocols, all the nodes contribute uniformly. This subset of nodes can be elected based on 

different parameters such as the remaining energy, the nodes mobility state and the density of 

the topology (Sharmila and Amalanathan, 2014; Hong and Jie, 2014).  

c) Pei et al. (1999) designed Hierarchical State Routing (HSR) which is a protocol that ar-

ranges the network into multiple hierarchical levels. To apply this protocol, each CH at level N 

becomes a member in a cluster at level N+1. Afterwards, the nodes are identified by the se-

quence of CHs IDs relaying them to the root cluster. Consequently, GWs have multiple IDs 

since they can be reached by at least two CHs. 

d) In Cluster Based Routing Protocol (CBRP), the mobile hosts advertise periodically their 

neighbourhood table (Jiang et al., 1999). On the basis of this information, a role is assigned to 

each node (CH, GW or CM). Furthermore, the reactive method is applied when the destination 

does not belong to the same cluster. Accordingly, the route request is forwarded between clus-

ters until the destination is located. Like DSR, this protocol includes the explored CHs addresses 

during the discovery process. Additionally, in case of path failure, an attempt to repair the bro-

ken segment is initiated. 

Table 3. Comparison between the hybrid / hierarchical protocols. 
Protocol Advantages Inconveniences 

ZRP • Accelerates the path building 

process by the use of the local 

routing zones. 

• The path produced is not always 

the shortest. 

ZHLS • Accelerates the path building 

process by the use of geographi-

cal routing zones. 

• Routing Zones cannot merge. 

• The path produced is not always 

the shortest. 

HSR • The paths to every node are pre-

built with a reasonable overhead 

• The produced paths are not opti-

mal. 
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(less than the proactive proto-

cols). 

CBRP • When the primary path is lost, 

this protocol applies a repair 

mechanism to reduce the trans-

mission delay. 

• The reactive search for the desti-

nation is directed through clusters 

which reduces the transmission 

delay. 

• This protocol includes the CHs 

and GWs explored by the request 

messages which increases the 

overhead. 

• Path repair can regress the proto-

col performance in a high speed 

mobility scenario. 

 

Table 3 summarizes the characteristics of the aforementioned hierarchical and hybrid proto-

cols. Both of the abovementioned strategies where designed to lower the overhead by compari-

son with the proactive protocols whilst accelerating the path discovery process during the reac-

tive phase. On the other hand, this type of protocol does not always produce the shortest path. 

Particularly, for the hierarchical category, the concentration of data flows on GWs / CHs can 

lead to congestion. As the basic hybrid / hierarchical protocols do not offer any mechanism that 

can influence the QoS, we deemed unessential to test protocols from this category. For example, 

although tests of ZRP showed perceivable moderation of the routing overhead, the hybrid strat-

egy of this protocol affected negatively the QoS performance: (a) routing loops, (b) high path 

length, (c) high packet losses ratio. 

I.V. Recent advances 

At first, most of the protocols tailored for MANET were oriented best effort. With the con-

tinuous development of the mobile wireless devices capacities, researchers developed routing 

protocols able to offer a better QoS and privacy to the mobile users. In this section we discuss 

the most recent development from this perspective. 
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I.V.1. QoS Oriented Protocols 

Recently, multiple upgraded versions of the initial routing protocols, based on methods such 

as the Ant Colony Optimization (ACO) (Dorigo and Gambardella, 1997) and the Artificial Bee 

Colony (ABC) (Marjan and Hamideh, 2015), have been developed to improve the QoS. Given 

that the purpose of the ACO meta-heuristic is to find the best path between the nest and the food 

source, this approach conveys perfectly to the QoS routing problem. For example:  

a) Multi-Objective AODV (MOAODV) is an extension of AODV, based on the ACO algo-

rithm, that takes into consideration multiple metrics (delay, load and path reliability) besides hop 

count (Persis and Robert, 2015).  

b) Likewise, AODV Ant Like Mobile Agents (AODV-ALMA) proposed by Ayyadurai and 

Ramasamy (2008), applies the ACO algorithm to establish a path towards the most suitable 

Internet gateway.  

c) In the protocol proposed by Gurpreet et al. (2014)., the end to end delay is estimated based 

on the travelling time of the artificial ants between the source and destination. In addition to im-

proving the end to end delay, this protocol improves the throughput by avoiding potentially con-

gested routes. 

d) Visu and Kannan (2013) designed a hierarchical protocol that applies both the ACO and the 

ABC. At first, the artificial bees are dispatched in HELLO messages to locate the CHs offering 

the largest available energy. Afterwards, the ACO method is applied frequently to compute the 

optimal path towards the destination CH. Besides an efficient Cluster Head selection, this proto-

col produced a higher throughput by comparison with cluster based AODV.  

e) Santhi and Alamelu (2012) proposed a protocol based on AODV that gathers the available 

QoS metrics during the path discovery session. Afterwards, the destination applies fuzzy infer-

ence rules that favours paths with low end to end delay first, then maximizing the bandwidth as 

the subsequent priority. Then, the obtained fuzzy cost is combined with the path estimated expi-

ration time (durability) to select the most suitable path. The results produced by this protocol 

showed a perceptible improvement over other fuzzy based protocols, especially in terms of end 

to end delay and Packet Delivery Ratio (PDR).  
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f) Moreover, to optimise the routing messages broadcast period, Natsheh et al. (2007) pro-

posed an extension of AODV based on fuzzy logic. Instead of periodically advertising HELLO 

messages invariably, the broadcast interval is decided based on the node velocity and transmis-

sion range. Further than a smart moderation of the overhead, this method improved the PDR. 

Due to its self-organised nature, the MANET performance evidently depends on the willing-

ness of the nodes to contribute in the network traffic. From a QoS perspective, managing selfish 

nodes is an important issue that many researchers attempted to solve (Jebakumar et al., 2015; 

Janakiraman and Rajendiran, 2015; Sengathir and Manoharan, 2015). For instance: 

a) Dimitris et al. (2012) proposed a reputation based mechanism that rewords / panellizes the 

nodes based on their cooperativeness. 

b) Also, a trust estimation approach, based on Mobile Agents, is proposed by Krishnan et al. 

(2015). To avoid the degradation of QoS due to misbehaving nodes, the designers of this proto-

col use two agents to detect the irregular behaviour and packet losses. Afterwards, based on the 

trust estimation, the potentially malicious nodes are excluded from the transmission paths. 

c) Distinctively, Record and Trust-Based Detection (RTBD) includes a novel trust estimation 

mechanism that takes into consideration the behaviour of the nodes during the path discovery 

session (Senthilkumar et al., 2014). To detect and decline the cooperation with selfish nodes, 

this algorithm observes the delay with which the RREQ packets are forwarded and uneven 

packet losses. Thus, detecting the selfish nodes unwilling to participate in the path construction 

phase. 

I.V.2. Energy Aware Protocols 

Since the MANET components are usually equipped with restricted energy resources, numer-

ous algorithms were oriented towards the increase of the network lifetime (Thomas, 2009; 

Abbas and Hamid, 2012; Vivek and Charu, 2015). Fundamentally, the primal strategies to boost 

the network lifetime is to locate the path with the highest minimum remaining battery power 

(Toh, 2001) and to promote load balance (Kim et al., 2003). Consequently, avoiding the failure 

of the low powered nodes positioned in the shortest paths and preserving the network connec-

tivity as long as possible (Domingo et al., 2003). 
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a) The protocols proposed by Hyungjik and Sunwoong (2015), and Senthil and Eswariah 

(2013), are extensions of AODV and AOMDV that select paths based on the remaining resource 

of the intermediate nodes.  

b) Besides improving the network lifetime by considering the intermediate nodes power level, 

Power Control AODV (PCAODV) regulates the transmission power, for data and RREQ pack-

ets, instead of continuously using maximum transmission power (Madhanmohan and Selvaku-

mar, 2012). Other than a natural increase of the network survivability, regulating transmission 

power reduces the probability of transmissions conflicts / interferences. Consequently, the tests 

of PCAODV showed significant improvement over the standard AODV in terms of PDR and 

end to end delay. 

c) In addition to improving the QoS, the protocols developed by Poonkuzhali et al. (2014) and 

Haidar et al. (2014) improve the network lifetime by promoting load balance. Same, through a 

parallel routing approach, Load Balancing AOMDV (LBAOMDV) developed by Alghamdi 

(2015), and Parallel Routing Protocol (PRP) proposed by Day et al. (2011), distribute the data 

flow on disjoined paths to increase the throughput and, eventually promote the even distribution 

of power level. However, parallel routing introduces the complex packet re-ordering issue. 

I.V.3. Mobility Aware Protocols 

Because of the unpredictable nature of the MANET topology, path failures caused by the 

nodes movements influence the routing protocols performances significantly (Nassef, 2010). 

Hence, many routing algorithms were designed to construct stable paths (Ali and Abdallah, 

2015). 

a) In order to limit the probability of path failures, Mobility Adjustment Routing (MAR) se-

lects a path based on the mobility state of the intermediate nodes (Alagiri et al., 2014). In addi-

tion to the election of the GWs and CHs based on the remaining residual energy and mobility 

state, the maximum mobility state of the intermediate nodes is forwarded during the path build-

ing process. Thus, enabling the selection of the path with the highest stability as well as dismiss-

ing paths formed by nodes with low battery power. 
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b) For the same purposes, Nihad and Mustafa (2015) developed Fuzzy AODV that combines 

the residual energy and the relative mobility to compute a stability value during the path discov-

ery phase. 

c) Proposed by Basarkod and Manvi (2014), On-demand Bandwidth and Stability based Uni-

cast Routing (OBSUR) is based on DSR, oriented towards creating stable paths. This reactive 

protocol estimates continuously the relative mobility, remaining bandwidth and buffer of the 

neighbours. Afterwards, during path construction, the quality of the explored links are carried by 

DSR in order to choose the most appropriate path, from a QoS perspective. By promoting path 

stability, this protocol reduces the overhead caused by route failures as well. 

d) Correspondingly, Adaptive Mobility aware AODV (AMAODV) is an upgraded version of 

AODV based on multiple metrics (relative distance, velocity and remaining buffer) to avoid 

packet losses caused by path breakdowns (Bisengar et al., 2012). Thus, by considering the rela-

tive mobility state of the intermediate nodes and their heterogeneous capacities, this protocol 

improves considerably the PDR. 

e) Ali et al. (2014) proposed a variant of OLSR that takes into consideration the MPR nodes 

mobility state during the MPR selection process. As a result, improving the resilience of the 

paths disseminated through the MPRs. 

To estimate the durability of a link, several protocols are based on the Link Expiration Time 

(LET) metric (Su et al., 2000). For a link between two nodes within range of each other, this 

metric is derived from: (a) the speed and direction of movement of both nodes, (b) distance. 

f) Developed by Senthilkumar et al. (2009), Power aware Multiple QoS constraints Routing 

Protocol with Mobility Prediction (PMQRPMP) is one of the early protocols applying this con-

cept. 

g) Similarly, the protocol developed by Prabha and Ramaraj (2015) is an extension of 

AOMDV, based on the BAT meta-heuristic (Maghrebi et al., 2014), that estimates the availabil-

ity of the link rather than just the relative mobility. Besides achieving load balance, BAT 

AOMDV gives a better estimation of the path durability to limit packet losses. Like to the ACO 

approach, the BAT meta-heuristic is inspired from the natural echolocation behaviour of bats.  



 
27 

 

I.V.4. Security Oriented Protocols 

While the collaborative nature of the MANET is a key characteristic, it introduces the possi-

bility of internal attacks (Yosra et al., 2014; Alnabhan et al., 2014). For example, malicious 

nodes can advertise false short paths to intercept the communication or, attempt to intrude on a 

transmission by broadcasting the RREQ with a higher transmission power to insure being a part 

of the shortest path. Thus, from a security perspective, multiple studies were directed to provide 

a better privacy for the MANET users (Pravin and Geethanjali, 2014; Gundala and Saravanan, 

2014; Marjan, 2014). 

a) For instance, in order to limit the probability of the message being captured or reconstituted, 

the protocol proposed by Madhusudan and Vinod (2012) creates parallel disjoined paths and 

forwards the encrypted segments of the message through them. 

b) Also, assuming that the most logical way to intercept the data, is for the attacker to locate 

and position itself in the shortest path, Randomized Reverse AODV (RRAODV) lowers the 

probability of the data being captured by choosing a random path to transport the packets (San-

thi and Parvathavarthini, 2014).  

c) Moreover, the algorithm developed by Pattanayak and Rath (2014) is based on Mobile 

Agents. In this approach, a Mobile Agent is deployed in each cluster to register and monitor the 

transmissions. Then, in case an inconsistency is detected by a Mobile Agent, the CH is informed 

about the irregular behaviour and the corresponding node is blocked. 

d) For the same purpose, Novel Unique Node Based Clustering (NUNBC) applies a clustering 

approach and assigns a location based key to each node (Vedhavathy and Manikandan, 2015). 

Subsequently, a node is able to communicate only if, the key that it provides, is consistent. 

e) A variant of DSR based on Round Trip Time (RTT), is proposed by Shams et al. (2013) to 

detect wormhole attacks. During the search for the destination, this protocol records the RREQ 

receiving time in each intermediate node. Afterwards, once the destination is reached, the inter-

mediate nodes forward the RREP after including the RREQ and RREP receiving time. Subse-

quently, the source is able to compute the processing time and RTT for each intermediate node. 

Another distinctive feature for this protocol, is the control by the intermediate nodes as they op-



 
28 

 

erate in promiscuous mode in order to monitor the RREP / RREQ forwarded by the adjacent 

nodes. Therefore, enabling them to detect and report the attempt to falsify the timestamps in-

cluded in the routing packets. Finally, the source is able to detect the presence of a wormhole in 

case the RTT is higher than the defined threshold. 

Although other algorithms based on RTT measurement were proposed to solve the same prob-

lem (Tran et al., 2007), this algorithm supports muliti-rate transmissions while considering the 

heterogeneous capacities of the nodes and the various wireless conditions, unlike the previous 

solutions. Consequently, avoiding the wrongful detection of a congestion point as a wormhole. 

Table 4. Summary of the recently developed routing protocols. 

Protocol Category Orientation Defining Features 
MOAODV Reactive QoS insurance • Multi-criteria path selection. 

• Path discovery based on the ACO meta-
heuristic. 

ANTALG Reactive QoS insurance • End to end delay estimation. 
RTBD Reactive QoS insurance • Nodes cooperativeness analysis during the 

path construction process. 
PHAODV Reactive Energy aware • Interference avoidance. 

• Taking into consideration the battery 
status and the heterogeneous capacities 
for the nodes during the path selection. 

LBAOMDV Reactive / Multi-Path Energy aware / 
QoS insurance 

• Load balance. 

MAR Hierarchical Mobility aware / 
Energy aware 

• Path stability and node failure avoidance. 

OBSUR Reactive Mobility aware / 
QoS insurance 

• Path stability. 
• QoS constraint grantee. 

BAT-
AOMDV 

Reactive / Multi-Path Mobility aware / 
QoS insurance 

• Path availability estimation during the 
discovery process. 

• Path selection based on multiple metric. 
RRAODV Reactive Security insur-

ance 
• Message interception avoidance. 

DSR-RTT Reactive Security insur-
ance 

• Wormhole detection. 
• Intermediate nodes control to avoid RTT 

forgery. 

 

Table 4 summarizes the most unique recent protocols discussed in this section. It’s apparent 

that the reactive protocols are the most commonly extended nowadays. Especially AODV and 

AOMDV due to their simplicity. Generally, depending on the orientation / purpose of the proto-
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col, the parameters (speed of movement, signal strength, remaining bandwidth, etc...) are carried 

in the RREQs / RREPs and the path with highest quality is selected accordingly. On the other 

hand, this process captures the quality of the path during path discovery only which can ran-

domly change afterwards. 

I.VI. Conclusion 

Table 5 summarizes the characteristics of the MANET routing protocols categories from a 

theoretical point of view.  

Table 5. Comparison between the categories of the MANET routing protocols. 

Category Advantages Inconveniences 

Proactive • Complete knowledge of the topology. 

• Low transmission delay.  

• Continuous path optimization. 

• High overhead / complexity. 

• The convergence depends on the broadcast 

frequency of the routing messages. 

Reactive • Low complexity. 

• Quick to react to the changes affecting the 

transmission paths. 

• Overhead dependable on the nodes move-

ment and the number of transmission de-

mands. 

•  Ignorance of the newly formed paths 

Hybrid • Medium complexity. 

• Speeding up the path discovery process. 

• The overhead depends the density of the to-

pology mainly. 

• Doesn’t guarantee the optimal paths. 

Hierarchical • Medium complexity. 

• Speeding up the path discovery process. 

• Doesn’t guarantee the optimal paths. 

• The concentration of the data traffic and 

routing operation on the CHs / GWs can ex-

haust their resources or cause network con-

gestion. 

Based on the usage scenario, each routing strategy performs differently. While the reactive 

protocols are very effective when the transmission requests are occasional, the proactive proto-
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cols are more appropriate in collaborative scenarios. Optimizing a path based on a any criteria 

introduces extra processing and overhead. Hybrid and hierarchical protocols are intended to 

limit the overhead / routing complexity in large networks but, do not necessarily produce the 

shortest path. Hence, although many contributions have been proposed lately, the performance 

of the protocols remain situational. 

In the next chapter, we present an extensive evaluation of several protocols. By testing the 

protocols in various conditions, we are able to extract the adaptability of the protocols. Thus, 

enabling us to select the most appropriate protocols for the rest of this study. 
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Chapter II: Comparison of the MANET Routing Protocols 
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II.I. Introduction 

To compare the performances of the routing strategies in various scenarios (Table 6), multiple 

series of simulations were setup and executed with Network Simulator 2 (NS 2) (1995). The 

comparison of the protocols is based on the QoS parameters: (a) the routing total overhead, (b) 

PDR, (c) average path length, (d) average end to end delay, (e) throughput. The choices of the 

tested protocols were made in order to analyse strategies with different features. The main ob-

jective for these tests is to examine how the QoS performance factors are influenced when the 

experiment parameters are changed. It’s also important to mention that in order to mimic a real-

istic scenario, each Constant Bit Rate (CBR) application is launched at a random time rather 

than from the beginning of the simulation. Thus, avoiding unfairness when comparing reactive 

protocols with proactive ones. Because, the proactive method takes some time to establish con-

nectivity. Accordingly, lunching the CBR application from the start will most likely result in 

massive packet losses for the proactive protocols. 

Table 6. Simulation parameters. 

Parameters Network growth Range increase Transmission 
connections 

Nodes velocity 

Network size 50-100 50 100 80 
Transmission range 250m 200m - 300m 250m 250m 
Connections 10 10 2 - 20 10 
Max. speed 4m/s 4m/s 4m/s 2m/s-16m/s 
Connection type CBR 
Packet rate 6 
Max. Packet size 512 byte 
Simulation space 1200m x 1200m 
Simulation time 200 s 
Mobility Model Random Waypoint 
Pause time 2 s 
MAC layer protocol IEEE 802.11 

 

II.II. Results and Discussion 

Through this section, it’s important to emphasise that the tests were conducted in various 

simulation conditions / scenarios to verify which protocol is the most suitable for each situation. 

And most importantly, to conclude on which protocol that is the most versatile in various situa-

tions. 
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II.II.1 The network growth 

In the first experiment, the network was gradually expanded. To operate, all MANET routing 

protocols advertise routing messages in order to establish / preserve connectivity. Reasonably, 

the growth of the network implicates an increase of the routing information announced by the 

routing protocols (Fig 10). 

 

Fig 10. The recorded overhead during the network growth experiment. 

Nevertheless, not all the protocols are influenced equally. Because the proactive algorithms 

construct / preserve a path to every attainable destination, this approach requires a frequent ad-

vertisement of the global topological view, in a form of routing messages. Accordingly, as the 

size of the topology and the routing messages expand, the overhead of the proactive protocols is 

raised extensively. Particularly, due to the repetitive broadcast of multiple routing messages 

(Topology Control, MPR Selector and HELLO Messages), OLSR (Francisco, 2004) generates a 

substantial overhead. Also, DREAM (Jeff and Wilcox, 2002) produces the highest overhead. In 

addition to its proactive approach, the overhead of this protocol depends on the nodes movement 

speed and the location of the destination is frequently forwarded to the source. Though this 

method strengthens the active path, it amplifies the overhead. DSDV on the other hand produces 
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the lowest overhead by announcing the routing messages with the lowest broadcast frequency 

amongst the tested protocols. 

Although operating reactively, DSR generates a considerable overhead because of the inser-

tion of the active path in all the routing / data messages. Similarly to DREAM, LAR announces 

supplementary geographical coordinates in order to accelerate path recovery. Therefore, the 

overhead of DSR and LAR is augmented. While AODV and AOMDV build a path when it’s 

necessary only, their recorded overhead is higher than the overhead produced by DSDV. This 

outcome is caused by the fact that the reactive method flood the entire network with RREQs to 

establish a path towards the destination. Consequently, to build / maintain only ten paths, the 

reactive protocols generate a large quantity of routing packets. Conversely, when AODV, LAR 

and DSR are operational, the routing messages are treated only by the members of the active 

paths. On the other hand, in order to update the routing table, all the received routing messages 

are treated by the proactive protocols. Hence, in Fig 11, the quantity of routing messages proc-

essed by the proactive protocols is significantly higher by comparison with the reactive proto-

cols. It’s noticeable that even if LAR generates as much overhead as AODV, AODV treats a 

larger quantity of routing packets during this experiment. While LAR generates more routing 

messages to update the source location table, this protocol can estimate the zone in which the 

destination is positioned when a path failure occurs. Consequently, whereas AODV searches for 

the destination in the entire network, LAR avoids overflowing the network and thus, avoids 

processing a large quantity of RREQs. Likewise, DSR processes a low amount of routing pack-

ets because after the establishment of the path, only the nodes forming the transmission paths 

process the routing messages. 
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Fig 11. The processed routing information during the network growth experiment. 

For similar reasons, though DREAM generates the highest overhead, OLSR treats the largest 

amount of routing information during this experiment. This outcome is due to the fact that run-

ning OLSR requires a periodical processing of all the received control messages. Furthermore, 

when DREAM is applied, although the destination announces frequently its location and the in-

termediate nodes retransmit it to the source, only the nodes forming the transmission route proc-

ess the corresponding routing messages. Thus, limiting the quantity of routing information proc-

essed. It’s also worthy to point out that in order to create a path to every reachable destination, 

the routing packets advertised by DSDV and the proactive protocols in general, contain a larger 

volume of routing information whereas the reactive protocols generate small routing packets as 

shown in Fig 12. Also, the routing packets advertised by DSR and LAR are larger than the 

packets announced by AODV and AOMDV due to the inclusion of the entire path (DSR) and 

the geographical location (LAR). 

Unlike OLSR and DREAM, the overhead of AOMDV is small. By maintaining all the discov-

ered disjoined paths leading to the destination, AOMDV is less affected by route failures. 

Though this method introduces supplementary processing, in case of a path breakdown, 
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AOMDV relies on an alternative path instead of overflowing the network. Hence, during this 

test, DSDV and AOMDV produce the smallest overhead. 

 

Fig 12. The average routing packets sizes during the network density experiment. 

In Fig 13 and 14, the PDR and throughput recorded during this experiment, are illustrated. 

Due to its high sensitivity to the changes influencing the active routes, AODV reacts faster to a 

path failure to construct a new path. Thus, attaining the largest PDR as shown in Fig 13. More-

over, OLSR, AOMDV, LAR and DREAM also accomplish considerable PDRs. Peculiarly, the 

PDR of AOMDV is lower by comparison with AODV. Although AOMDV maintains disjoined 

backup paths towards the source, the performance of this protocol declines in terms of PDR 

when the transmission attempt through the alternative path, fails. On the contrary, DSDV and 

DSR produce lower PDRs by comparison with the remaining protocols. Even if DSDV attempts 

to speed up the convergence by immediately advertising the vital topological alterations, the up-

dates describing the remote destinations are not forwarded in a timely manner. Same, as DSR 

relies on the explicit routing directives, this protocol is slow to react to path failures especially 

those that transpire at a distant point of the path. Accordingly, the PDR accomplished by both 

protocols, is decreased. 
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Fig 13. The recorded delivery ratio during the network growth experiment. 

 

Fig 14. The recorded throughput during the network growth experiment. 
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From a throughput point of view (Fig 14), the network expansion renders the throughput pro-

duced by the protocols, unstable. This outcome is mainly due to the increase of the random topo-

logical events that can either make or break a transmission path. Obviously, the throughput 

value, which is the quantity of data successfully received by the destinations in a unit of time, is 

strongly related to the PDR. Consistently with the PDR values, DSDV produces the lowest 

throughput. Likewise, AODV achieves the highest throughput. 

In Table 7, we displayed two essential QoS flow parameters obtained from simulation in order 

to conduct a conclusive comparison: path length (which influence the jitter) and end to end de-

lay. 

From a path length perspective (for successful deliveries only), due to its unawareness of the 

newly formed routes, DSR creates the longest paths during this experiment. Primarily, DSR uses 

the first obtainable path until it collapses. Then, in case of a path failure, the packets are sal-

vaged by the intermediate nodes and re-routed towards the destination which increases the path 

length even further. LAR and DREAM also produce longer paths but for unrelated reasons. 

First, LAR applies a path recovery process based on the existing geographical description. Even 

if this approach facilitates the search for the destination, it does not produce necessarily the 

shortest path. Equally, the routing decisions in DREAM are based on the geographical coordi-

nates and not hop count. Thus, both protocols achieve similar performances from an average 

path length point of view. Otherwise, DSDV, AOMDV and OLSR achieve the lowest average 

path lengths. Clearly, the performances of DSDV and OLSR are the outcomes of the proactive 

route updating approach. Then, while the results suggest that AOMDV built shorter paths by 

comparison with AODV, AODV achieves a much higher PDR than AOMDV. Meaning, that the 

low average path length of AOMDV during this experiment is partially caused by the failure to 

deliver packets to the remote nodes.  

From an average end to end delay point of view, DSR generates the lowest performance. Al-

though the packet salvaging / recovery method applied by this protocol is intended to improve 

the PDR, re-routing the packets increases significantly the delay when this operation is success-

ful. Besides, the surplus caused by the inclusion of the active path in the data messages increases 

as well the end to end delay. It’s also perceivable that the end to end delay of DREAM and LAR 
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is slightly lower than the end to end delay of AODV. This performance is mainly due to the path 

maintenance / recovery based on the geographical information. Nevertheless, the end to end de-

lay of DREAM and LAR is still a little elevated because of the slightly high average path length 

constructed by these two protocols. In addition to the obvious correlation between the end to end 

delay and path length, the delay depends also on the load of the nodes participating in the trans-

mission. For instance, although LAR and DREAM usually achieve similar performances in 

terms of path length due to their related routing strategies, the end to end delay of the two proto-

cols randomly diverge largely because of the arbitrariness of load balance in the constructed 

paths. 

Table 7. The recorded average path length and end to end delay during the network growth ex-

periment. 

Protocols Network Size 
50 60 70 80 90 100 

Delay (ms) AODV 211,56 176,22 299,93 122,96 151,28 205,47 
AOMDV 54,57 52,25 48,04 40,61 28,74 45,03 

DSR 1815,33 2284,98 3019,94 2896,76 2253,51 1908,73 
LAR 221,93 131,26 239,90 73,05 45,86 101,65 

DSDV 27,14 43,07 62,57 48,36 25,46 39,45 
OLSR 40,41 73,76 35,47 70,38 48,73 89,80 

DREAM 178,98 173,14 144,23 242,22 80,74 137,25 
Avg. Path 

Length 
AODV 5,93 6,21 5,90 5,17 4,33 5,03 

AOMDV 5,78 5,73 4,57 4,64 3,84 4,78 
DSR 7,23 6,99 7,03 6,40 5,35 5,59 
LAR 5,75 6,54 6,02 4,91 4,56 5,01 

DSDV 4,21 5,13 4,48 4,04 3,41 4,22 
OLSR 5,11 5,62 4,28 4,42 3,85 4,61 

DREAM 5,89 6,28 5,79 5,33 4,94 5,32 

As opposed to the previous results, the average end to end delay of DSDV is the lowest. Al-

though this protocol loses a lot of packets due to path failures, DSDV optimises eventually the 

paths based on the destination sequence number. As a result, this protocol delivers less packets, 

mostly to the closer nodes, with a lower delay. Also, AOMDV and OLSR achieve a relatively 

low average end to end delay. Naturally, the performance of OLSR is reasonable due to the pe-

riodical upgrading of all the possible routes. Nevertheless, when a transmission path is broken, 

the end to end delay is raised. Plus, as the overhead increases due the growth of the network, the 

additional routing packets queuing / processing time influences negatively the end to end delay 
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of OLSR as well as the rest of the protocols. The end to end delay of AODV is affected by: (a) 

the path failures, (b) ignorance of the recently available paths. Unlike the rest of the protocols, in 

case of a path failure, AOMDV can rely on alternative routes to preserve the connectivity with 

the destination. Besides, because of its low complexity / overhead, the end to end delay of this 

protocol is less affected by routing packets queuing / processing time. Consequently, from an 

end to end delay perspective, this protocol achieves a superior performance (while producing a 

relatively good PDR performance as opposed to DSDV). 

II.II.2 The increase of the network density 

 

Fig 15. The recorded overhead during the network density experiment. 

During this experiment, the transmission range was progressively increased in order to in-

crease the network density. Primarily, the overhead of the protocols is affected in various ways 

as shown in Fig 15. Generally, the overhead of the proactive protocols is reasonably increased 

due to the increase of the number of connections between the nodes. On the other hand, the in-

crease of the transmission range has the opposite effect on the reactive protocols in terms of 

overhead. Obviously, the increase of the transmission range boosts the strength of the routes, 



 
42 

 

thus lowering the occurrences of link / path failures. Therefore, the overhead of the reactive pro-

tocols declines. 

 

Fig 16. The recorded delivery ratio during the network density experiment. 

 

Fig 17. The recorded throughput during the network density experiment. 
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In Fig 16 and 17, the increase of the PDR and throughput achieved by all the protocols, are the 

clear outcomes of the increase of the network density. Due to the improvement of the links / 

paths strengths, packet losses caused by routing errors, are less frequent. Hence, the PDRs of all 

the protocols are noticeably raised. Likewise, from an average path length and end to end delay 

perspective (Table 8), all the routing protocols achieve superior performances. Due to the low 

average length of the paths constructed by the protocols, the packets are transferred faster be-

tween the source and destination. Thus, increasing the throughput values as well. All perform-

ance metrics considered, the performance of DSR is remarkable. As the length of the paths de-

creases, the overhead of DSR decreases noticeably. In addition to achieving a noteworthy PDR 

when the transmission paths are shorter, knowing the integrity of the path provides a significant 

security option for this protocol. 

Table 8. The recorded average path length and end to end delay during the network density ex-

periment. 

Protocols Transmission Range (m) 
200 225 250 275 300 

Delay (ms) AODV 394,99 292,66 211,56 60,62 86,77 
AOMDV 146,04 101,86 54,57 35,13 36,69 

DSR 2760,79 2826,62 1815,33 1144,05 33,87 
LAR 154,56 175,90 221,93 118,42 74,74 

DSDV 31,80 34,33 27,14 25,21 23,21 
OLSR 38,99 35,44 40,41 30,89 33,51 

DREAM 159,45 73,68 178,98 53,63 37,79 
Avg. Path 

Length 
AODV 7,08 6,76 5,93 5,23 4,81 

AOMDV 7,05 6,30 5,78 4,94 4,82 
DSR 7,15 7,43 7,23 5,72 4,51 
LAR 6,52 5,99 5,75 4,95 4,65 

DSDV 4,51 4,67 4,21 4,09 3,99 
OLSR 5,61 5,51 5,11 4,67 4,26 

DREAM 6,14 6,13 5,89 5,03 4,38 

II.II.3 Number of transmission connections 

From an overhead perspective (Fig 18), the growth of the transmission demands affects the re-

active protocols drastically. While the proactive algorithms construct the routes systematically, 

the reactive ones initiate a search for each connection demand independently. Added to the ef-

fect of path failures, the overhead of the reactive protocols is enlarged clearly when the number 

connection requests is raised. Distinctively, because of the backup routing method, AOMDV is 
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less effected by path failures and consequently produces a lower overhead. In contrast to 

AOMDV, the overhead generated by DREAM and LAR is noticeably amplified. This result is 

due to the fact that LAR and DREAM frequently announce the position of the destination, for 

each connection, to update the location tables. Hence, the elevated overhead produced by these 

two protocols. On the other hand, the overhead of OLSR and DSDV remained stable. Basically, 

this result is due to the independence of the proactive path building process form the transmis-

sion demands. 

 

Fig 18. The recorded overhead during the transmission connections experiment. 
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Fig 19. The recorded throughput during the transmission connections experiment. 

 

Fig 20. The recorded delivery ratio during the transmission connections experiment. 
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Mainly, in addition to a reasonable expansion of the throughput (Fig 19), the PDR of all the 

protocols decreases as shown in Fig 20. While the number of connections is raised, the quantity 

of packets dropped due to route failures and collisions, is enlarged respectively. Based on the 

assembled results, AOMDV is fairly the best performing protocol during this experiment. 

Through maintaining alternative paths, AOMDV is more tolerant to path failures and, unlike the 

other protocols, can handle multiple transmissions more efficiently. Same, through the proactive 

path updating approach, the PDR of OLSR is relatively less influenced by path failures during 

this experiment. 

Table 9. The recorded end to end delay and path length during the transmission connections ex-

periment. 

Protocols Number of Connections 
2 5 10 15 20 

Delay (ms) AODV 55,19 87,43 205,47 501,18 458,42 
AOMDV 10,32 21,25 45,03 110,10 259,94 

DSR 10,69 26,93 1908,73 3278,08 2689,53 
LAR 9.54 17,93 101,65 209,47 261,53 

DSDV 9,94 21,63 39,45 140,63 312,33 
OLSR 11,24 29,83 89,80 543,49 782,22 

DREAM 9,56 105,29 137,25 274,05 224,92 
Avg. Path 

Length 
AODV 2,77 3,98 5,03 5,56 5,24 

AOMDV 2,70 3,65 4,78 4,82 4,71 
DSR 2,71 3,46 5,59 5,46 5,48 
LAR 2,70 3,72 5,01 5,22 5,28 

DSDV 2,65 3,22 4,22 3,96 4,18 
OLSR 2,74 3,42 4,61 4,78 4,76 

DREAM 2,74 3,61 5,32 5,20 5,39 

 

Most importantly, from an end to end delay perspective (Table 9), the performances of the 

protocols deteriorate considerably. While DREAM / LAR build paths based on the geographical 

information, and AOMDV promotes stable connectivity by creating multiple paths, the rest of 

the protocols are focused on building the shortest paths. As a result, the end to end delay in-

crease due to the concentration of traffic on the nodes involved in multiple transmissions. On the 

other hand, DREAM and LAR don’t rely on hop count for path selection. Thus, the abovemen-

tioned protocols indirectly lighten the stress on the intermediate nodes positioned in the shortest 

path. Additionally, whereas path failures enlarge the delay for the other protocols, AOMDV 
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maintains connectivity through alternative paths. As a result, lowering the occurrences of path 

recoveries and the delay introduced by them. 

II.II.4 Node velocity 

In order to verify the effect of the nodes speed of movement on the performance of the proto-

cols, we made a series of simulations where the nodes velocity is augmented progressively. An 

understandable consequence of this alteration is a more frequent occurrence of path failures. Ac-

cording to the results in Fig 21, whereas the overhead of OLSR and AOMDV is stable, the 

overhead of DSR, DREAM, LAR, DSDV and AODV, is increased. This result is consistent with 

the theoretical descriptions of these protocols. 

 

Fig 21. The recorded overhead during the nodes velocity experiment. 

Due to the frequent occurrences of path ruptures, DSR and AODV must launch a new path 

construction process which increases their overhead. Additionally, while applying DREAM and 

LAR, the nodes advertise their routing messages based on their speed of movement. Hence, the 

recurrent topological events (link / path failures and node movement) elevate the overhead of the 

aforementioned protocols. Additionally, the overhead of DSDV is slightly increased since this 
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protocol is based on an event driven method to announce the important changes. On the other 

hand, the overhead of OLSR is not increased at all since this protocol is based on a periodical 

broadcast of the routing messages. Likewise, the overhead of AOMDV is less influenced be-

cause this protocol attempts to avoid path reconstruction by maintaining the connection to the 

destination through alternative paths. 

From a throughput and PDR point of view, the increase of the nodes speed of movement low-

ers the performances of most protocols as illustrated in Fig 22 and 23. Although AOMDV re-

duces the effect of path failures in terms of overhead, the high pace of the topological changes 

eventually renders the alternative paths unreliable. As a result, postponing path reconstruction 

while attempting to transmit the data through an alternative path, results into expanding packet 

losses (-29% PDR). Similarly, OLSR does not distribute the new information about the destina-

tion fast enough. Which results into routing errors and subsequently, less packets are delivered 

to the destination (-15% PDR). On the other hand, when path failures are frequent, AODV im-

mediately starts the search for a new path towards the destination. As a result, although this 

method increases the overhead, this protocol achieves the highest PDR (-8% PDR). Further-

more, DREAM and LAR circumvent path failures by frequently advertising the location of the 

destinations that are moving fast. Subsequently, when a path failure is sensed, path recovery is 

usually less complicated. As a result, both protocols relatively reduce the effect of the nodes 

mobility on the ongoing transmissions (-10% PDR). 
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Fig 22. The recorded throughput during the nodes velocity experiment. 

 

Fig 23. The recorded delivery ratio during the nodes velocity experiment. 
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Table 10. The recorded average path length and end to end delay during the nodes velocity ex-

periment. 

Protocols Node Velocity (m/s) 
2 4 8 12 16 

Delay (ms) AODV 157,79 122,96 164,81 176,90 183,87 
AOMDV 40,46 40,61 58,08 32,52 48,08 

DSR 737,18 2896,76 3930,25 3357,41 4715,28 
LAR 96,45 73,05 99,38 139,90 99,08 

DSDV 23,22 48,36 59,12 24,02 61,77 
OLSR 70,15 70,38 60,08 75,32 86,00 

DREAM 117,29 242,22 91,76 108,93 130,45 
Avg. Path 

Length 
AODV 5,56 5,17 6,00 4,75 5,60 

AOMDV 5,42 4,64 5,66 4,10 5,18 
DSR 5,72 6,40 7,05 5,49 6,39 
LAR 5,29 4,91 5,89 5,08 5,59 

DSDV 3,68 4,04 4,31 3,43 4,50 
OLSR 5,00 4,42 5,32 4,20 5,17 

DREAM 5,39 5,33 5,90 5,26 5,70 

Correspondingly with the previous experiments, the results in Table 10 illustrate that the high-

est average path length and end to end delay are attained by DSR due to the packets salvaging / 

recovery attempts. Moreover, whereas AODV restarts path building once a path failure is 

sensed, searching in the entire network amplifies the delay gradually. The end to end delay of 

AOMDV is low due to the availability of alternative paths but then again, this protocol suffers a 

significant PDR drop (Fig 23). Conversely, LAR explores the recent geographical updates about 

the destination to accelerate path recovery. Which is why this protocol averages a relatively con-

stant end to end delay while the nodes speed of movement is increased. Based on the obtained 

results, AODV, OLSR and LAR achieve the highest performances during this experiment. 

II.III. Conclusion 

In this chapter, we conducted three series of experiments in order to: (a) test the protocols in 

each particular scenario, (b) test the protocols overall adaptability. On the basis of originality, 

we selected three proactive protocols and four reactive protocols. In Fig 24, the average per-

formances of the protocols are ranked from 0 to 10 respectively with the obtained results (10 

being the best performance for the defined factor). It’s important to note that the overhead score 

in Fig 24 takes in consideration the sizes of the routing messages as well.  
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Based on the recorded results, AOMDV is the most versatile protocol. The only inconven-

ience noticed while using this protocol, is the decline of its PDR especially during the nodes ve-

locity experiment. This result is essentially due to the ability of AOMDV to postpone path re-

construction. While this approach is rewording from an overhead point of view, further im-

provement must be done in order to regulate / predict whether AOMDV must launch a path re-

covery or, rely on an alternative path. Moreover, though OLSR generates a massive overhead, 

this protocol averages a low path length with an impressive PDR. Thus in the next chapter, we 

first propose a simple mobility aware extension to improve AOMDV. Subsequently, a proactive 

protocol is implemented and tested to solve the complexity / overhead issue encountered with 

OLSR. Table 11 recapitulates the global performances obtained in the previous section. 

Table 11. Average performances comparison. 

Metric AODV AOMDV DREAM DSDV DSR LAR OLSR 
Total over-

head 
Avg. 

packet size 
(byte) 

46,84 45,67 95,35 255,24 100,59 104,84 116.87 

Routing 
packets 

36935 20663 100506 5052 43260 38503 41717 

PDR 86,89% 78,37% 73,62% 53,90
% 

68,46% 77,36% 84,87% 

Avg. path length 5,34 4,95 5,28 4,05 5,92 5,21 4,64 
Avg. delay (ms) 206,10 62,38 138,186 53,73 2205,27 127,01 112,21 

Throughput (Kbps) 19,76 18,12 16,56 12,26 14,71 17,44 19,42 
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Fig 24. Overall performance ranking based on the simulation results. 
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III.I. Introduction 

As it’s been clear in the two previous chapters, the efficiency of each type of routing protocol 

depends on the situation for which the MANET is used. When the transmission requests are 

rare, the proactive protocols generate a high quantity of overhead pointlessly. On the other hand, 

the reactive and hybrid protocols consume fewer resources by building paths on demand. Oth-

erwise, the proactive protocols are more efficient when the user application requires a constant 

connectivity between the members of the network. Whereas the proactive protocols optimize the 

available paths automatically which lowers the end to end delay and the path length, the reactive 

protocols cannot detect a better path. For example in Fig 25, after that the primary path in green 

is established between node 1 and 11, unless it fails, a reactive protocol cannot detect the pres-

ence of the shorter path highlighted in blue. 

 

Fig 25. The unawareness of the newly formed paths. 

Generally, MANETs are designed to provide connectivity for a group of mobile users. In a 

collaborative scenario, maintaining communication between the network members is crucial. 

Although this feature is insured by the proactive protocols, the high quantity of overhead and the 

periodic treatment of the routing information can consume a considerable amount of the network 

resources, especially in large / dense topologies. Hence, queuing / processing routing messages 

hinders the proactive protocols performance in different ways. Also, as it was perceivable in the 

previous chapter, the nodes mobility influences negatively the reactive protocols. Therefore, we 

focussed our work on how to reduce the overhead / the volume of routing information processed 

by the proactive strategy and limit the mobility effect on the reactive protocols. 
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III.II. Mobility aware extension for the reactive protocols 

Though many protocols have been proposed to react better to path failures, most of the pro-

posed algorithms are based on the nodes mobility history. This approach improves somewhat 

the probability of creating a stable path but in a realistic scenario where the nodes can randomly 

change their direction / speed of movement, this method doesn’t offer much guarantee especially 

in teams of PDR. Several reactive extensions, labelled as pre-emptive, have been proposed to 

solve this problem (Boukerche and Zhang, 2004; Ramesh and Subbaiah, 2011). This approach is 

meant to anticipate a possible path failure to alarm the source / intermediate node beforehand. 

As a result the source either rebuild a path, attempt a local repair or selects an alternative path. 

 

Fig 26. Path failure prediction through signal strength measurement. 
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Fig 27. Mobility aware algorithm to predict imminent path failures. 

Inspired from the previous pre-emptive protocols, we propose an algorithm that can be im-

plemented as an extension for a reactive protocol (AOMDV preferably). First, after that the pri-

mal routing approach is applied to search for the destination, regardless of the path quality met-

ric, the Minimum Signal Strength (MSS) of each discovered path is collected and registered at 

the source. Afterwards, through the periodic HELLO messages broadcast, the intermediate 

nodes of the active and alternative paths alike, measure the signal strength of the downstream 
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nodes to detect the decline of signal strength (i.e. Fig 26). Eventually, an intermediate node that 

detects that a downstream node has moved beyond the Critical Threshold (CT) warns the source 

about the possibility of a link failure. As a result, the source can choose to launch a path recov-

ery or select a substitute path with a solid remaining MSS. Reasonably, this method introduces 

additional processing / control overhead. However, the slight raise of the overhead comes with a 

possibly significant profit in terms of PDR. Particularly, in the case of AOMDV, the alternative 

paths are better managed and the probability of using a deteriorating backup route, is narrowed. 

The algorithm presented in Fig 27 shows how the received HELLO messages are processed to 

apply the pre-emptive approach. Based on the variation of the signal strength, the algorithm de-

tects when two nodes are moving away from each other. Subsequently, when the signal quality 

deteriorates past the defined CT, the sources are warned about the possible imminent link break-

age. For simplicity sake, the algorithm that we propose here deals only with the possibility of 

link failure. It’s possible to extend this method to administer the path discovery process. For in-

stance, while applying AOMDV, instead of forwarding all the RREQs received from different 

links, packets received from links that are on the verge of failing are dropped accordingly. As a 

result, limiting the overhead / maintenance cost. 

III.III. Lowering the overhead and complexity of the proactive protocols 

One of the commune methods applied by all the proactive protocols is the frequent advertise-

ment of the topology state in a form of routing messages. This process provides the routing pro-

tocol with essential information to create and update the topological view. However, over the 

long term, periodically performing this task consumes a considerable portion of the nodes en-

ergy. Considering that the MANET is usually composed of embedded devices, the routing in-

formation advertised by the proactive protocols must be reduced to preserve the nodes resources. 

For instance, OLSR applies the MPR selection method to limit the dissemination of control 

messages. In this protocol, only the links between a node and the selected MPRs, are dissemi-

nated in the network. In FSR, a network member advertises the description of the close 

neighbours more often than the description of the destinations faraway. Although both strategies 

are meant to limit the overhead, all the proactive protocols broadcast the full routing table after a 
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period of time. This process influences negatively the nodes resources especially in a large net-

work. 

The second commune characteristic between all the proactive protocols is the periodic treat-

ment of the received control messages. Even though OLSR reduces the number of the an-

nounced links, the network members must process all the received routing messages. This rou-

tine task can drain a piece of the node energy especially when it’s located in a dense area. In Fig 

28 for example, MH1 is located in a dense area of the network. Hence, treating all the routing 

information received from the neighbours becomes more complex. Other than the direct impact 

on the necessary computation time and the energy to process the routing information, this can 

also have an undesirable influence on the network performance in other ways (end to end delay 

and jitter). 

 

Fig 28. The network density effect on the proactive protocol. 

Since the large volume of overhead and the complexity of routing information processing are 

the main drawbacks of the proactive strategy, we focused our work on how to reduce these 

negative aspects. First, the large volume of overhead is mainly triggered by the broadcast of the 

entire routing table. Our idea is to reduce the occurrence of this event by advertising routing up-

dates. Instead of advertising the full routing table after a constant period of time, a node broad-

casts the full routing table only when at least one new essential neighbour is detected. Generally, 

other proactive protocols broadcast the full routing table after a predefined period to insure that 

all the possible paths are announced in the network and to avoid routing loops. The algorithm 
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we propose in this work creates and maintains a path to every possible destination without regu-

larly broadcasting the full routing table. As a result, this method generates less overhead and 

smaller routing messages.  

Secondly, we include the MPR selection method to reduce the number of routing messages 

treated in the network. Instead of processing all the received information like in OLSR, only the 

messages received from the selected MPRs, are processed. To achieve this, the nodes examine 

the source ID field of the received routing message. After that, the message is fully processed 

only if it’s received from a selected MPR. Otherwise, the message is ignored. Consequently, the 

routing operations are executed with a lower computational time. Then, the MPR selection 

method and the manner with which the nodes share their topology information, are combined so 

that the full routing table is advertised only when a new MPR is detected. 

This feature is what sets apart our proposition from other variant of protocols aimed to lower 

the overhead. For instance, to lower the overhead of OLSR, the variant proposed by Abdelali et 

al. (2015) incorporates an MPR selection method to limit the number of TC messages advertised 

necessary for the MPR selection process. However, to the best of our knowledge, the abovemen-

tioned protocol like the rest of the proactive protocols must process all the received routing mes-

sages to create a complete view of the topology. The resulting protocol is called Effective Rout-

ing Based on Overhead Reduction (ERBOR). 

To execute ERBOR, the network members store the routing information and the latest topo-

logical changes in three tables and the MPR list: (a) Routing Table (RT), (b) Next Update Table 

(NXUT), c) Delayed Update Table (DUT). The routing table contains a path to every reachable 

destination. Based on the routing messages received from the selected MPRs, the paths are 

added, updated or deleted. When a topological change is sensed, the node saves the changes in 

the NXUT so that they can be advertised. After broadcasting the content of the NXUT, this table 

is cleared to capture only the new changes. 

Table 12 is an example of how ERBOR structures the routing table. The updates contain: (a) 

the Destination ID, (b) the hop count, (c) the type of the update. In specific situations, the up-

dates are delayed for a short period to avoid routing anomalies. The delayed updates are saved in 
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the DUT first, then added to the NXUT in case they are still valid. Otherwise, if a removal up-

date corresponding to a temporary update is received, the corresponding path and the temporary 

update in the DUT, are removed. Hence, this table is used essentially to avoid the collision of 

opposed updates. Afterwards, the content of the DUT is cleared after that it’s combined with the 

NXUT. 

Table 12. Routing table structure. 

Destination_ID Next_Hop Hop_Count 

MH3 MH2 3 

MH5 MH7 4 

MH6 MH2 2 

MH8 MH7 3 

MH9 MH7 2 

III.II.1 Routing messages treatment algorithm 

The algorithm presented in Fig 29 represents the method used by ERBOR to process the re-

ceived update message. The routing messages produced by the nodes contain either the NXUT 

or the entire routing table. In both situations, the message is a set of routing updates. In case 

where the message contains the entire routing table, all the updates are path updates. Otherwise, 

the message contains both the positive and negative updates. Table 13 illustrates the structure of 

the routing messages generated by ERBOR. 

Table 13. ERBOR routing message format. 

RM_source_ID RM_type 

RM_sequence_Number 

Destination_ID_1 Hop_count_1 Update_type_1 

Destination_ID_2 Hop_count_2 Update_type_2 

. 

. 

. 

. 

. 

. 

Destination_ID_n Hop_count_n Update_type_n 
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Fig 29. Update message processing algorithm. 

III.II.2 Path update treatment 

When a path update is received, the receiver starts by checking if a path to the same destina-

tion already exists. If it’s the case, the received update is applied only if the new path is shorter 

than the existent one by at least two hops or it’s received from the corresponding next hop. Oth-

erwise, the receiver might have a shorter path. In this case, the existent path is first added to the 

DUT for verification, then advertised if it’s still valid. As a result, the nodes collaborate to build 

the shortest possible path. For example in Fig 30, MH3 detects and generates a path update de-

scribing a new route leading to MH2. When MH1 receives this update, it can’t be applied since 

MH1 has already a shorter path towards MH2. On the other hand, MH4 can apply this update 

because it offers a shorter path. This treatment is accomplished by the procedure in Fig 31. 
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Fig 30. Path update treatment. 

 

Fig 31. Processing a received update for an existent path. 

Another possibility is that the received path describes a new destination. In such a case, the re-

ceiver adds a new entry describing this path only if there hasn’t been a recent deleted path to the 

same destination. In order to verify this condition, the receiver searches in the NXUT for a dele-

tion update describing the same destination. This treatment is executed by the procedure in Fig 

32. 
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Fig 32. Processing a received update for a new path. 

III.II.3 Deletion updates treatment 

A deletion update is applied by a node only if it’s received from the corresponding next hop. 

To verify this condition, the receiver compares the next hop towards the destination with the ID 

of the control message generator. If the two values are equal, the corresponding routing entry is 

removed and a deletion update is added to the NXUT. Subsequently, the removal update is ad-

vertised in the next routing message to inform the adjacent nodes about the topological adjust-

ment. 

If the source of the update is not the next hop towards the destination, the receiver of the up-

date might have an alternative path towards the same destination. In this case, this alternative 

path is added to the DUT so it can be verified. Then, the alternative path is append to the NXUT 

only if no removal update is received for this path before the next broadcast. Otherwise, the 

temporary update and the alternative path are removed after generating a removal update to an-

nounce that this path is no longer valid. The diagram in Fig 33 explains how this method is im-

plemented. 
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Fig 33. Processing a deletion update. 

In Fig 34 for instance, MH5 generates a deletion update after sensing that MH4 has moved out 

of range. When MH3 receives this update, the entry attributed to MH4 is deleted and a removal 

update is advertised afterwards. This removal update is applied only by the nodes that use MH3 

as the next hop to reach MH4 (MH2 for example). For the rest of the network, this update is ig-

nored since MH3 is not a part of the path to reach MH4. For instance, MH4 is reachable through 

MH9 for the node MH1. Consequently, MH1 and all the nodes that built a path through it, to 

reach MH4, ignore the update that’s originated from MH3. This method reduces the unnecessary 

dissemination of routing updates in the unaffected areas of the network and thus reduces the 

overhead engendered by the movement of the nodes. 

 

Fig 34. Removal update scenario. 
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III.II.4 The routing information filter algorithm 

A commune aspect shared between the proactive protocols is that all the received routing mes-

sages must be treated. Generally, the messages received from the neighbours contain a certain 

amount of redundant information. For instance in Fig 35, MH1 can obtain the same network 

view through MH2 and MH3. Processing the same information repetitively is a waste of energy 

and CPU capacity especially in dense areas of the network. Therefore, we propose a method of 

MPR selection that eliminates the treatment of the redundant routing information. 

 

Fig 35. Redundant information treatment. 

Instead of treating all the received messages, ERBOR determines if it’s necessary to process a 

routing message by searching for an existent path leading to the generator of the message. Basi-

cally, a routing message is fully processed only if it’s received from a selected MPR. Otherwise, 

if the generator of the message isn’t selected as a MPR, the receiver verifies if it can be consid-

ered as a new MPR. To do so, the protocol searches in the routing table for a path leading to the 

source of the routing message. If this condition is verified, the source of the message is not an 

MPR because, all the paths that can be built through it, are redundant. Thus, the received routing 

message is ignored. The schema in Fig 36 describes how this treatment is executed by ERBOR. 
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Fig 36. Routing information filter. 

On the other hand, if the source of the routing message isn’t reachable through any existent 

MPR, the receiver checks if there’s a recent update describing the source of the message. Then, 

in case were there’s no recent update describing the source of the message, the generator of the 

routing message is considered as a new MPR. Afterwards, the two neighbours that select each 

other as MPR broadcast their full routing table. Based on the received routing table of a new 

MPR, a node calculates a complimentary list of paths and adds them to the DUT. Subsequently, 

the complementary paths are advertised if they are still available. Finally, a link between two 

nodes is considered as symmetric only if both nodes receive a path update describing this new 

link. 

In order to enhance the efficiency of the MPR selection method, when one of the selected 

MPRs becomes reachable through another MPR, one of the two MPRs is deleted from the MPR 

list. The state of the redundant MPR is set to “inactive” and all the paths based on it, are patched 

through the first MPR that announced this new link. After the broadcast of the routing message, 

all the “inactive” MPRs are removed from the MPR list. In the message processing algorithm 

(Fig 29), this operation is applied in PatchAllPaths(Disabled_MPR_ID,Update_Generator_ID). 

Like in other MANET routing protocols, ERBOR routing messages are advertised in UDP 

mode. The RM_sequence_Number field in Table 13, is used by the nodes to verify that all the 
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messages advertised by the MPRs have been received. When a node detects that one of the rout-

ing messages hasn’t been received, the entry attributed to the corresponding MPR is removed 

and a delete update is generated. As a result, the two neighbours either rebroadcast their full 

routing table or another MPR offers an alternative path to join them. 

III.II.5 Protocol testing 

In order to make sure that ERBOR works correctly, we implemented a live routing simulator 

that can execute the protocol in a distributed manner. The role of this software is to generate a 

virtual network and display the routing information gathered by the nodes while running the 

movement scenario. Afterwards, the user can verify the progress of the topological information 

maintained in every node. Unlike other simulation tools, this routing simulator enables the user 

to directly change the course of the simulation without restarting the experiment. Considering 

the distributed and interactive nature of the MANET, this feature is a substantial advantage for a 

simulation of a dynamic network. During the implementation, this software was organized in 

two layers: (a) the routing protocol layer, (b) the protocol monitor layer. The basic architecture 

of these two layers is represented by the Unified Modelling Language (UML) Class Diagrams in 

Fig 37 and 38. This software was written in Java (Jw, 1995) using Netbeans IDE 7.0 (Sun Mi-

crosystems, 2000). 
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Fig 37. Class diagram for the visual components. 
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Fig 38. Class diagram for the protocol layer. 

To test the protocol properly, the movement of the nodes must be random. Therefore, the first 

function of this software was to generate random topologies. The user defines the network size 

only and the simulator generates a network with the specified size. To generate a random 

movement scenario, the simulator chooses randomly the initial locations and the coordinates to 

which the nodes are moving toward. This task was important during the test of the protocol in 

dynamic topologies. In addition, the user can create a specific topology with a predefined 

movement scenario by choosing the initial and final position for each node. Fig 39 represents the 

interface of the topology generator. 
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Fig 39. The topology generator. 

When the simulation is launched, multiple frames are displayed to monitor the topology and 

the protocol state. The user is able to: (a) monitor the evolution of the topology, (b) monitor the 

routing information collected by the selected node, (c) edit the network topology. The selected 

network member is marked in blue on the topology screen and all the routing information col-

lected by this node is displayed proactively in the routing table screen. Fig 40 is an example of 

the various interfaces of the simulator. 

 

Fig 40. The various visual interfaces accessible for the user. 
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The link between a node and a selected MPR is displayed by a green connection in the topol-

ogy screen. To check the accuracy of the topological information created by ERBOR, the user 

can choose to display a path between a pair of nodes via the routing table interface. It’s possible 

to select a node and the destination to which a route is needed. Then, the path between the se-

lected pair of nodes is highlighted in blue. An example of how a path is visualized between node 

0 and 16 is shown in Fig 41.  

 

Fig 41. Path visualization. 

Considering the unpredictability of the MANET topology, it was essential to examine the 

routing protocol behaviour in an extensive number of random tests. Therefore, the topologies in 

which ERBOR was tested, were generated randomly and the network size was augmented 

gradually. The first tests displayed the creation of routing loops and incomplete dissemination of 

the routing updates in particular scenarios. This type of routing errors were corrected by the in-

troduction the DUT structure. 

Since our primary objective was to create a protocol that consumes fewer resource, the next 

step was to measure the overhead of ERBOR. The idea is to simply record the sizes of the con-

trol messages generated by the nodes and summing them to obtain the overhead volume. In Fig 

42, the simulator displays periodically the overhead recorded and the total overhead produced. 

Two plots in this frame appear: (a) the overhead produced by ERBOR displayed in green, (b) 
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the overhead produced when the nodes broadcast their entire routing table (the generic proactive 

method) displayed in red. 

In this example, the network is composed of 100 nodes moving in 1000m x 1000m perimeter, 

at a speed of 4m/s and 250m of transmission range. At the beginning, ERBOR generates almost 

as much overhead as the generic proactive method (full routing table broadcast). This result can 

be explained by the fact that ERBOR broadcast the entire routing table when the nodes are start-

ing to establish their MPR list. After a short period of time, the overhead of ERBOR starts to 

decrease progressively because the nodes become familiar with their neighbourhood and the 

broadcast of the entire routing table is less frequent. Finally, ERBOR generates only small con-

trol messages to maintain the links between a node and the selected MPRs. Subsequently, the 

overhead produced after the protocol convergence, is very low. 

Other protocols constantly disseminate the routing messages in the network instead of periodi-

cally advertising the routing table. Nevertheless, this method generate a significant amount of 

overhead as well. The method applied in ERBOR is based on reducing the occurrences of the 

routing table advertisement. As a result, ERBOR generates less overhead than the classic proac-

tive method. This result can change from a situation to another depending on the parameters of 

the topology. 

 

Fig 42. The overhead measurement screen 
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Moreover, since ERBOR includes a method that eliminates the treatment of the redundant 

routing information, it was necessary to include a frame that measures the volume of routing 

information processed in the entire network. This frame displays the volume of routing informa-

tion received by the nodes and the volume of routing information processed by ERBOR. Three 

plots are shown in this screen: (a) the volume of routing information treated if all the received 

routing messages contained the full routing tables of the neighbours, (b) the volume of routing 

information treated if all the routing messages generated by ERBOR are processed, (c) the vol-

ume of routing information treated when only the routing messages received from the selected 

MPRs are processed (which is the method applied by ERBOR). The result in Fig 43 clearly 

shows that the control message filter applied in ERBOR reduces significantly the amount of 

routing information processed. 

 

Fig 43. Routing information processed. 
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Fig 44. Calculating the percentage of routing messages dropped from an NS 2 trace file. 

Although our simulator does not implement the MAC and Physical layers, the overhead / rout-

ing information processed, which are the only metrics captured by this software, are not signifi-

cantly affected by the aforementioned layers. In the simulation conditions where the protocol is 

tested, there is no transmissions between the nodes and yet the proactive protocol overhead con-

tinues to expand as explained in previous chapters. Indeed, in a complete simulation, routing 

messages can be dropped at the receivers MAC layer because of collisions. However, in scenar-

ios with similar settings, the percentage of routing messages dropped due to collisions while ap-

plying DSDV is usually lower than 6%. Reasonably, the routing messages losses increase when 

their sizes are raised, which is the case for DSDV (Fig 12) and most of the proactive routing 
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protocol in general. On the other hand, ERBOR is designed specifically to lower the sizes of 

routing messages. And most importantly, in ERBOR, not all the routing messages received must 

be processed which lowers significantly the effect of routing messages loss. Thus, we deemed 

the effect of the MAC and Physical layers not significant for overhead measurement of ERBOR. 

To illustrate our hypothesis, the algorithm in Fig 44, calculates the percentage of routing mes-

sages dropped and their average size from a NS 2 trace file. When applied properly, this proce-

dure displays that most of the dropped routing messages are large size, which is the case of FSR 

in dense topologies. 

III.IV. Results and discussion 

The main disadvantage of all the proactive protocols is their inadaptability to large / high den-

sity topologies. Previous studies have illustrated that the increase of the network size, leads di-

rectly to the exponential growth of the proactive protocols overhead. For instance, Johann et al. 

(2004) explain that the large overhead produced by the proactive protocols is caused by the fre-

quent broadcast of the entire routing table. Furthermore, the obtained results by Deepak et al. 

(2013) and Kavita and Abhishek (2011) indicate that the increase of the network size affects 

negatively the reactive / hybrid protocols less than the proactive protocols. 

Besides, from a network density prospect, the treatment of a large quantity of routing informa-

tion can exhaust the node resources at high rate. This aspect affects significantly the MANET 

members since they are usually equipped with a limited computational capacity. To compare 

ERBOR, in this context, with other protocols from the same category, we conducted several se-

ries of NS 2 simulations with DSDV and FSR (Sven, 2005). FSR and DSDV were chosen be-

cause they generate the lowest overhead in the proactive routing category. Especially FSR which 

is a protocol that is specifically developed to lower the overhead in large networks. The simula-

tion parameters were changed in order to measure the overhead when: (a) the network size is 

expanded, (b) the topology density is raised, (c) the movement speed of the nodes is raised. 

Generally, ERBOR generates the lowest overhead during the tests and treats less routing infor-

mation than FSR and DSDV. 
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It’s important to note that the movement scenarios used in this section are simple random 

movement. Meaning that each node walks to a random position, with a constant speed, then 

stops. Also, unlike the previous tests the transmission range is set to 150m instead of 250m due 

to the massive number of nodes (150-250). Finally, the choice to measure the overhead by the 

cumulative size of the routing messages rather than the number of routing packets is meant to 

express the complexity of the tested protocols. 

III.III.1 The network growth influence 

Table 14. The network growth parameters. 

Parameters DSDV FSR ERBOR 

Broadcast period 10sec 5sec 3sec 

Simulation space 1500m x 1500m 

Transmission range 150m 

Speed of movement 

(constant) 

4m/s 

Network size 150-250 

Simulation time 400s 

To test the influence of the network growth on the proactive protocols, we ran a series of 

simulations where the network size was augmented gradually. The obtained results in Fig 45 and 

46 show how the overhead and the routing information processed by the tested protocols, are 

influenced. As expected, FSR generates less overhead and treats less routing information than 

DSDV. Although the Fisheye algorithm improves considerably the adaptability of the protocol 

to large topologies, increasing the network size leads eventually to the increase of the network 

density. As a result, the size of the neighbourhood description, advertised by FSR, is increased 

as well. The parameters of this experiment are declared in Table 14. 

Besides the periodic broadcast of the global topological information, DSDV is based on an 

event driven method to announce the important topological changes. Although this approach has 

a slight benefits from a convergence perspective, this methods elevates the overhead. Moreover, 

the systematic advertisement of the entire routing table increases the overhead as well. Hence, 

the increase of the volume of routing information processed and the large quantity of overhead 

when DSDV is applied. 
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In contrast to the two previous protocols, the growth of the network appears to have a lot less 

influence on ERBOR. From an overhead point of view, the results can be explained by the fact 

that ERBOR limits the quantity of overhead by advertising the entire routing table of a node, 

only when a useful connection is established. Thus, the increase of the network size does not 

directly augment the sizes of the routing messages. Moreover, when the topology is stable, FSR 

and DSDV continue to broadcast the neighbourhood / routing table periodically. On the other 

hand, ERBOR advertises only the detected changes. Accordingly, whereas the overhead / rout-

ing information processed of DSDV and FSR continue to expand, ERBOR consumes a negligi-

ble quantity of resources when the network members are steady. 

 

Fig 45. The impact of the network growth on the overhead generated per node. 
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Fig 46.The impact of the network growth on the quantity of routing information processed per node. 

As explained earlier, a shared mechanism between the proactive protocols is the periodic 

treatment of all the received routing messages. Considering the sizes of the routing messages 

(due to the growth of the network) advertised by DSDV and FSR, both protocols process a sig-

nificant quantity of routing information in order to maintain the topological view. On the other 

hand, ERBOR treats only the messages received from the selected MPRs. Combined with the 

way ERBOR restrains the control message size, the method of MPR selection reduces consid-

erably the influence of the network growth on the volume of routing information processed by 

the nodes. 

III.III.2 The network density influence 

Another parameter that can heavily influence the proactive method, is the network density. To 

test how this factor can impact the proactive protocols, we ran a series of simulations where the 

network density is increased by augmenting the transmission range of the nodes. Consequently, 

the number of neighbours sensed by a node, is augmented as well. The results in Fig 47 and 48 

illustrate that the increase of the network density leads to the increase of the overhead and the 

volume of routing information processed, by all three protocols. Table 15 represents the parame-

ters of this simulation. 
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Table 15. The network density parameters. 

Parameters DSDV FSR ERBOR 

Broadcast period 10sec 5sec 3sec 

Simulation space 1500m x 1500m 

Transmission range 150-250m 

Speed of movement 4m/s 

Network size 200 

Simulation time 400s 

 

 

Fig 47. The impact of the transmission range on the overhead generated per node. 
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Fig 48. The impact of the transmission range on the quantity of routing information processed per node. 

As mentioned in the theoretical description of FSR, the strategy of this protocol is to broadcast 

the description of the adjacent nodes more often than the description of the remote destinations. 

Thus, when the number of close nodes increases due to the network density, the overhead of 

FSR expands past the quantity generated by DSDV. On the other hand, the overhead of DSDV 

is relatively stable because the dissemination method used in this protocol does not depend on 

the number of the adjacent nodes. More importantly, since all the received routing messages 

must be processed, the increase of the network density causes the elevation of the volume of 

routing information processed by both protocols. 

Due to the MPR selection method, ERBOR advertises the entire routing table only when it is 

necessary. Although this method reduces the volume of overhead, the increase of the network 

density leads inevitably to the increase of the detected MPRs. Nonetheless, the effect of the net-

work density is significantly reduced by comparison with FSR and DSDV. Moreover, unlike 

FSR and DSDV, only the essential routing messages are processed. Thus, the influence of the 

network density on ERBOR, is limited. 

Another perceptible outcome is that, although FSR generates more overhead than DSDV, 

DSDV processes more routing information. While this result can seem odd, it can be simply 
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traced to the event driven nature of DSDV. In FSR, the broadcast of the neighbourhood descrip-

tion is done periodically. As a result, the increase of the routing messages sizes, increases di-

rectly the volume of routing information processed. On the other hand, the broadcast of the rout-

ing messages is partially event driven when DSDV is applied. To lower the overhead, when an 

important event is detected, DSDV broadcasts the entire routing table to limit the sizes of the 

subsequent incremental messages. Moreover, due to the increase of the network density, any 

sensed change deemed as essential, will trigger the immediate broadcast of the routing message 

which is received by all the adjacent nodes. Hence, the elevation of the routing information 

processed by DSDV. Moreover, as the routing messages advertised by FSR expand exponen-

tially in this experiment, a significant percentage is dropped due to collision. In Fig 49, the re-

corded quantity of routing messages processed by DSDV and FSR, during this series of simula-

tions, are displayed. 

 

Fig 49. The overall quantity of routing messages processed by DSDV and FSR. 

III.III.3 Network members movement 

To test the adaptability of the three protocols based on the nodes speed of movement, we made 

a series of simulations where the nodes speed of movement is augmented gradually. In a simple 

movement scenario, the obtained results in Fig 50 and 51, show that DSDV and FSR are influ-
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enced randomly. On the other hand, the overhead / routing information processed of ERBOR, 

decreases. The parameters of this experiment are shown in Table 16. 

Table 16. The network members movement speed parameters. 

Parameters DSDV FSR ERBOR 

Broadcast period 10sec 5sec 3sec 

Simulation space 1500m x 1500m 

Transmission range 150m 

Speed of movement 2-6m/s 

Network size 200 

Simulation time 400s 

First, it is obvious that increasing the nodes speed of movement does not influence FSR di-

rectly. Unlike DSDV, the routing messages advertisement method of FSR is independent from 

the topological events. As it is shown in Fig 50, the highest values of overhead are generated by 

DSDV. Regardless of the difference between the overhead produced by DSDV and FSR, this 

protocol generates a higher number of routing messages when the topology changes frequently. 

Unlike DSDV, ERBOR periodically announces only the changes based on the updates re-

ceived from the MPRs. Thus, the effect of the topological changes on the overhead of ERBOR, 

is reduced. Evidently, when the nodes are moving fast, they reach their final position faster and 

the topology becomes stable. Since ERBOR announces the routing updates periodically only, 

the overhead of this protocol is lowered after its convergence. Otherwise, when the nodes are 

moving slowly, the topological events are more continuous. Hence, it is also noticeable that 

ERBOR generates more overhead when the nodes are in continuous motion. 
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Fig 50. The impact of the speed of movement on the overhead generated per node. 

 
Fig 51. The impact of the speed of movement on the quantity of routing information processed per node. 

On the other hand, in a continuous movement scenario, FSR generates the largest volume of 

overhead as revealed in Fig 52. Though in such a scenario, DSDV understandably generates a 

much higher number of routing messages, this protocol eliminates routing loops and lowers the 

sizes of the subsequent incremental messages. Conversely, due to the periodical nature of FSR, 



 
85 

 

the faster the topology is changing, the more frequent routing loops appear. Which increases 

considerably the sizes of the routing messages advertised by this protocol. Nevertheless, the 

volume of overhead of both protocols is exponentially increased. Unlike DSDV and FSR, the 

overhead of ERBOR is decreased. While ERBOR periodical approach is a similarity to FSR, 

ERBOR advertises mostly updates. Moreover, ERBOR disseminates the topological events 

faster due to its higher frequency of routing messages broadcast (3s as opposed to 5s / 15s of 

FSR). As a result, contrarily to FSR, ERBOR deletes expired path entries faster to avoid routing 

loops and lower the routing messages sizes. 

 

Fig 52. The effect of the speed of movement on the overhead in a continues movement scenario. 

III.V. Conclusion 

In this chapter, we proposed an implementation for a pre-emptive reactive method intended to 

limit the nodes mobility effect on the protocols performances. By anticipating path failures, we 

believe that this sort of mechanism is the best solution to avoid packet losses for AOMDV. 

Moreover, while other proactive methods focus on how to reduce the number and size of control 

messages, the proactive algorithm that we propose takes into consideration the routing messages 

treatment. Instead of processing all the received routing messages, ERBOR avoids treating the 

redundant information by selecting only the essential neighbours that can offer a complete view 



 
86 

 

of the network. As a result, the nodes spend less resources to execute the routing protocol. Addi-

tionally, ERBOR generates less overhead by advertising the entire routing table only when it’s 

necessary. The results obtained in this section showed that ERBOR lowers the overhead / rout-

ing information processed significantly by comparison with FSR and DSDV. Table 17 summa-

rizes the results obtained in this section. 

Table 17. The topological parameters influence on DSDV, FSR and ERBOR. 

Protocol Parameters Network size Network density Node speed of 

movement 

DSDV Overhead High Medium High 

Processed in-

formation 

High High High 

FSR Overhead Medium High Low 

Processed in-

formation 

Medium High Low 

ERBOR Overhead Low Medium Low 

Processed in-

formation 

Low Medium Low 

As the results in the previous chapter showed, the end to end delay of OLSR particularly ex-

panded during the network growth experiment. When the overhead and quantity of the routing 

messages processed expands, the complexity of this protocol is amplified exponentially which 

results into additional transmission delay and energy depletion. Though ERBOR doesn’t neces-

sarily produce the shortest path, especially in a large network, providing connectivity with a 

very low complexity is a major advantage. With its low complexity / overhead, the broadcast 

period can be tuned in order to accelerate the convergence. In the next chapter, we will discuss a 

particular type of the MANETs, the Wireless Mesh Network (WMN). In this type of network, 

the hybrid routing approach is the most suitable due to the existence of central infrastructure. 

Thus, making our proposed protocols suitable components of a hybrid protocol tailored for 

WMNs. 
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Chapter IV: Proposal Of A Load Balancing Mechanism 
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IV.I. Introduction 

Presently, the WMN architecture is emerging as a very profitable networking technology be-

cause of its multiple advantages (self-configuration, self-healing and low maintenance cost 

…etc). Due to the existing similarities between the WMN and MANET, routing protocols made 

for MANETs can be used in a WMN. The main difference between the WMN and the MANET 

is the existence of Mesh Routers (MRs). Usually, the MRs have access to an unlimited source of 

energy and a large bandwidth which makes them well equipped to provide QoS for the Mesh 

Clients (MCs). Furthermore, the MR that has direct internet access, is identified as a Mesh 

Gateway (MG). Thus, many modifications have been proposed to adapt the Ad-hoc routing pro-

tocols to make full use of the MRs. Theoretically, the most suitable approach for the WMN is 

the hybrid / hierarchical strategies where the routers exchange their routing tables and the clients 

launch the reactive search when a path to a remote destination is needed. Consequently, the re-

sources of the clients are preserved. 

In this type of network, one of the important problems is the traffic load distribution. The con-

centration of data flows on the MRs can lead to QoS degradation. Also, attributing the client to 

the nearest router is not always an ideal solution. Conversely, distributing the clients uniformly 

on MRs can significantly enhance the network performance. Therefore, many studies have been 

conducted in order to find a solution for this problem. The general idea is to attribute the clients 

to the less loaded router. Also, finding alternative paths towards the destination or another less 

loaded router can considerably enhance the network performance. In this chapter, we discuss the 

various methods used to improve the QoS offered by WMN. Furthermore, we propose an algo-

rithm for load balancing.  
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Fig 53. The Wireless Mesh Network architecture. (Marwaha et al., 2008) 

IV.II. Routing in WMN: State of the Art 

In a dynamic network where the topology can change randomly, maintaining the routing in-

formation up to date is a difficult task. This feature is commune between the MANET and the 

WMN which is why Ad-hoc routing protocols are applicable on WMNs. However, because of 

the limited resources of the mobile nodes, QoS guarantee mechanisms are difficult to integrate 

in MANET routing protocols. Hence, most of the routing protocols focus on speeding up the 

network convergence, lowering the overhead and path building / maintenance optimization. 

Recently, many MANET routing protocols have been designed to support the QoS as dis-

cussed in the first chapter. However, WMNs contain MRs and MGs that can provide a better 

QoS to the clients. Subsequently, when a MANET routing protocol operates on a WMN, the 

MRs resources are not properly explored since the protocol does not treat the MRs any different 

than the clients. Thus, in order to optimize the usage of the WMN resources, many protocols 

have been proposed. For example: 
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a) Hybrid Wireless Mesh Protocol (HWMP) is a hybrid protocol specifically developed for 

this type of network (Kai et al., 2009). This protocol employs a reactive (Fig 52a) and a proac-

tive (Fig 52b) path construction mode. Furthermore, path quality is measured by the AirTime 

Cost Metric (ATCM) (IEEE 802.11s Task Group, 2008). As a result, this protocol makes better 

use of the MRs during the path building process. 

 

Fig 54. The two Hybrid Wireless Mesh Protocol modes. (Islam et al., 2009). 

b) Likewise, Sen (2010) proposed a routing protocol for WMN that applies several methods in 

order to guarantee QoS for the MCs. This protocol estimates the link reliability by counting the 

number of control packets received from a neighbour during a period of time. Furthermore, the 

MPR method is used to reduce the overhead. In addition to the bandwidth estimation method, 

this protocol uses the available bandwidth on the wired network if there is a batter path through 

it. 

c) Quality Of service Routing in wireless Mesh networks (QUORUM) applies a reactive path 

building process and a bandwidth reservation method (Kone et al, 2007). While running this 

protocol, the client nodes estimate the link quality with a neighbour by counting the number of 

received HELLO messages. This method enables the client to choose good quality links and 

thus, avoiding data retransmissions. QUORUM also calculates the data transfer delay through 

the use of DUMMY packets. Before staring the transmission, the source sends DUMMY pack-

ets towards the destination in order to verify the end to end delay. While performing this test, all 

DUMMY packets are set to have similar proprieties of the data packets. Another important 

mechanism in QUORUM is the management of misbehaving nodes. To avoid the negative im-

pact of the misbehaving nodes on the network performance, QUORUM defines this type of node 



 
92 

 

as the nodes that do not share any routing information. Accordingly, this type of node is ex-

cluded from the transmission paths and their data packets are not forwarded. In addition, to im-

prove the QoS, this protocol applies an admission control mechanism during the reactive path 

discovery process. To do so, an intermediate node accepts a new data flow only if, the band-

width required by the source, can be provided. 

d) Wireless Mesh Routing (WMR) is a protocol similar to QUORUM that combines the pro-

active and the reactive approach (Xue and Ganz, 2002). This protocol is based on the periodic 

broadcast of the distance separating the client nodes from the MRs. Like QUORUM, this proto-

col uses admission control to guarantee the required bandwidth for the new data transfer. The 

novel approach of WMR consists of the calculation of the shared existing bandwidth between 

the node and all its direct neighbours in order to get a better estimation of the existing band-

width. 

e) Distributed end to end Allocation of Time Slots for Real time Traffic (DARE) is a protocol 

that does not depend on a specific routing technique (Carlson et al., 2006). This protocol is ap-

plied after that the path is established. In the purpose of avoiding signal interferences, DARE 

applies a time slot reservation in all the neighbours of a transmitting node. In order to reserve the 

necessary resources, the source sends a Request To Reserve (RTR) message containing the QoS 

constraints. All the intermediate nodes verify if the QoS requirements can be guaranteed before 

retransmitting the request. During this phase, the RTR is forwarded only if the requested re-

sources are available. Otherwise, the RTR message is dropped. Then, when the destination is 

reached, it sends a Clear To Reserve (CTR) towards the source via the reserved path. 

Each time a RTR is accepted, a new “preliminary” entry is created for the corresponding 

stream. This “preliminary” entry expires after a period of time if no corresponding CTR mes-

sage is received. On the other hand, in case a CTR message is received, the status of the corre-

sponding “preliminary” entry is changed to “fixed” which means that, the requested resources 

are reserved. After that, DARE reserves a time slot interval in each intermediate node and all its 

neighbours. To achieve this, all the nodes within interference range, receive also a RTR message 

to reserve a specific time slot. In case a time slot is already reserved in a neighbour, a request to 

update the reserved time slot, is generated in order to communicate the available time slot. Af-
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terwards, during the reserved time slot, the neighbours of the transmitting / intermediate nodes 

do not transmit their data. 

f) Multi-path Multi-gateway Anycast WMN routing protocol Based on Ant colony 

(MMAMBA) is a novel routing protocol designed for WMN (Song et al., 2010). This protocol 

incorporates the ACO technique. Basically, the designers of this protocol apply the ant seeking 

mechanism to search for the best path. To do so, a modified version of AOMDV is incorporated 

in this protocol to carry out the artificial ants. 

g) Furthermore, in Gateway-Centralized Multi-hop Routing protocol (GCMR), the MGs apply 

a proactive approach to build paths to all the clients (Zhao et al., 2010). Based on: (a) QoS status 

of the nodes forming the paths, (b) average interference, (c) average distances between the 

nodes, GCMR estimates the changes in the QoS properties of a path. Thus, making this protocol 

decide which path is the most appropriate for a defined period of time. Furthermore, in order to 

lower the overhead, this protocol uses a TTL to limit the dissemination of routing messages. 

Performance estimation of this protocol showed a noticeable improvement over HWMP in terms 

of: (a) delivery ratio, (b) average end to end delay, (c) average jitter. Table 18 is a recapitulation 

of the protocols discussed in this section. 

Table 18. Summary of the protocols designed for WMN. 
Protocol Type Main features 

a) HWMP Hybrid • Periodic broadcast of the paths leading to the GWs to 

speedup path construction and to optimise the use of the 

MRs / GWs. 

b) TORP Hybrid • Link quality estimation through routing packets analysis. 

• Overhead reduction. 

• Bandwidth estimation. 

c) QUORUM Reactive • Link quality estimation and retransmission avoidance. 

• End to end delay estimation. 

• Malicious nodes management 

d) WMR Hybrid • Bandwidth reservation. 

• Shared bandwidth estimation. 

e) DARE Independent 

mechanism 

• Time-slot reservation in a two hop radius for interference / 

transmission conflict avoidance. 

f) MMAMBA Reactive • QoS estimation by applying the ACO algorithm. 
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g) GCMR Hybrid • Link quality prediction over a period of time. 

 

IV.III. Load balancing: State of the Art 

Forwarding the data packets through the closest MR / MG leads inevitably to network conges-

tion. Understandably, a fair distribution of the clients data flows on the MRs and MGs is also 

important to improve the network performance. Thus, multiple propositions were made to dis-

tribute the traffic load evenly. For instance: 

a) Load Balancing in Multi Gateway WMN (LBMGW) is a metric that was proposed to select 

the less loaded accessible MG (Mohammad et al., 2013). The main idea of this metric is to com-

bine hop count, delay and gateway load during the selection of a MG for a new transmission. 

b) Likewise, New Metric for HWMP (NMH) is a metric that takes into account the two hop 

density of the channel and the estimated delay per hop (Sidi et al., 2013). 

c) Moreover, the Gateway Load-Balancing (GWLB) protocol was designed to insure load bal-

ancing in a distributed fashion (Juan et al., 2008). This protocol uses the Weighted Cumulative 

Expected Transmission Time Load Balancing (WCETT-LB) metric which is a congestion aware 

routing metric implemented in the MR (Liang and Denko, 2007). 

d) The load balancing method proposed by Shahverdy et al. (2011) is based on a clustering 

approach. To avoid turning a MR / MG into a congestion point, this method splits the cluster 

into two new clusters (Fig 55) when the MR workload attains a predefined threshold. Though 

dividing a cluster can be time consuming, this approach can prevent QoS degradation in some 

situations. To limit the probability of a new cluster failure, this method takes in consideration 

several parameters during the election of the new gateway: (a) the node speed of movement, (b) 

remaining resources (energy, bandwidth and processing capacity), (c) location of the node. Af-

terwards, the gateways that have no workload are merged in one cluster. Thus, selecting one 

node responsible of coordinating the MCs traffic instead of several. 
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Fig 55. Breaking a Cluster. (Shahverdy et al., 2011) 

e) Basically, to improve the network performance, the Multi Access Routers (MARs) protocol 

uses multiple MRs simultaneously for one data flow (Vinh et al., 2010). 

f) Additionally, a load balancing method is used, called Reactive Load Balancing (RLB) pro-

posed by Sensarma and Majumder (2013). To apply this method, the destination generates query 

packets and the intermediate nodes forward them to the source. Through examining the delay 

that occurs during the transmission of the query packets, the source can determine which path is 

less loaded. Unlike other similar methods where both the source and destination must generate 

query packets, this protocol produces a lower overhead by applying this approach only in one 

direction (from the source to destination). A summary of the load balance methods discussed in 

this section is presented in Table 19. 

Table 19. Summary of the load balance methods designed for WMN. 
Protocol Type Main features 

a) LBMGW Metric • Combines hop count, delay and traffic load during path 

construction. 

b) NMH Metric • Combines two hop radius channel density with delay per 

hop to avoid transmission conflicts. 

c) GWLB Protocol • Featuring the WCETT metric which is derived from ETX. 

This metric combines the link reliability, transmission es-

timated time and the MR load. 
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d) Cluster based 

load balance 

Protocol • Splits a cluster to lighten the workload of a overloaded 

MR. 

e) MARs Protocol • Parallel routing through multiple paths to promote load 

balance. 

f) RLB Protocol • Path load estimation through end to end delay obtained 

from destination to source. 

 

Whereas the MANET is the essence of the WMN, the existence of infrastructure makes this 

type of network suitable to guarantee a better QoS for the users. Thus, in this section, we dis-

cussed the additional strategies used in the WMN routing protocols to improve the overall QoS. 

Although the presence of MRs / MGs is an advantage, continuously attributing a new traffic to 

the closest MR eventually results into network congestion and QoS degradation. Thus, load bal-

ancing is a key method that not only promotes equality amongst the users, it also significantly 

enhance the general performance of the network. In the next section, we will present a load bal-

ancing algorithm based on the Genetic Algorithm (GA). The main idea is to create a two dimen-

sional neighbourhood table in the MRs / MGs and search for alternative paths in order to avoid 

pairing a new connection with a highly loaded router. Furthermore, the GA is applied to extract 

the most suitable solution when a large number of alternative paths is possible. 

IV.IV. A Load Balancing Algorithm For WMN Based On the Genetic Algo-

rithm 

Generally, guaranteeing the QoS in a WMN is relatively easier when the connexion requests 

are below the MR / MG capacities. On the other hand, when the number of connexions are 

overpowering, optimizing the network performance becomes a very complex problem. Further-

more, similarly to the MANET, the increase of the MCs number also expands the complexity of 

this problem due to the increase of the overhead and the mobility of the nodes. 

As a part of our work, we proposed ERBOR which is a proactive routing protocol that gener-

ate a low volume of overhead. More importantly, the proposed protocol decreases the complex-

ity of routing information treatment which is very useful in a dense topology. As a result, 

ERBOR can be used as a component of a WMN routing strategy. But, instead of maintaining the 

global topological information, ERBOR is used to maintain only local routing zones around the 
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MCs. Thus, further reducing the resources spent by the MCs on routing messages treatment. As 

for the MCs mobility issue, we illustrated how the reactive protocols handle this problem and 

how the pre-emptive strategy lowers the effect of the mobility on the protocol performance. 

Based on the results previously obtained, especially in the case of increasing the number of con-

nexions, AOMDV is the most suitable solution for the reactive search procedure in WMN. The 

more pressing issue that we will discuss in this section is load balancing. The algorithm that we 

propose is inspired from the GA. Based on the routing information advertised by the MCs, the 

MR / MG computes possible alternative paths to connect the MC with the less loaded MR. 

Moreover, the GA is applied in case there’s a lot of possible solutions. 

IV.V. Overview on evolutionary computing 

IV.V.I. Ant Colony Optimization 

The ACO method is inspired from the behaviour of the ants while they are searching for a 

food source. At the beginning, the ant start by random walks from the nest. As the ants travel, 

they mark their paths with a quantity of pheromone that evaporates overtime. Once a food 

source is located, the ants start increasing the quantity of pheromone in the path relaying the nest 

to the food source. Subsequently, the rest of the ants tend to follow the path with the highest 

pheromone intensity. 

For example, in Fig 56, A is the nest and B is the food source. Initially, the ants travel in a 

straight line from A to B (Fig 56a). Then, when an obstacle is placed between A and B (Fig 

56b), the leading ants choose randomly which direction to take (E or F). The ants choosing the 

path AFB arrive at the food source faster then travel back to A, leaving a higher quantity of 

pheromones after a few iterations. Eventually, the intensity of the pheromone in the shorter path 

attracts the rest of the ants (Fig 56c). As this artificial intelligence method is appropriate for 

solving the optimal path problem, many QoS routing protocols applying this method have been 

proposed as mentioned in the first chapter. In computer science, this strategy is represented by a 

matrix of pheromone values that is iteratively updated based on the artificial ants movements 

and the pheromone evaporation parameter. 



 
98 

 

 

Fig 56. Path localization via the ACO method. (Sensarma and Majumder, 2013) 

IV.V.II. Genetic Algorithm 

The GA is a method inspired from the field of biology. This method is particularly used for 

solving optimization problems when a vast set of solutions is possible. To apply this algorithm, 

the solution must be represented as a chromosome. Afterwards, in order to produce new solu-

tions, potentially better than the initial ones, two chromosomes are crossed. This process is re-

peated several times until the population stops changing. 

For instance, this strategy can be used to solve the shortest path problem. In Fig 57, we con-

sider a space with obstacles where the problem in hand is to find which path is the shortest from 

point A to B. At first, the algorithm starts by creating an initial population. In this case, the 

population is a set of paths leading from A to B. To do so, we choose a random point between A 

and B, called C, and create a path from A to C then from C to B. Thus, by repeating this action 

N times, we obtain an initial population with a size N. 

Initially, the population is a set of random solutions. To produce shorter paths based on the 

initial population, we proceed with a mutation action from two of the initial solutions. The only 

condition for this operation to be possible, is that the two solutions must intersect in at least one 

point. After accomplishing the mutation, four new solutions appear that contain one fragment 

from each initial solution. Afterwards, the new solutions are added to the population ensemble. 

To maintain control over the population size, the set of solutions is sorted based on the length of 
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the paths. For the next iteration, only the best N solutions are used and the rest of the population 

is removed. For example, in Fig 57, we create two random paths between A and B (Fig 57a and 

Fig 57b). To generate two new solutions, we perform a mutation of the two solutions based on 

point I. As a result, we obtain two new solutions as shown in Fig 58. Subsequently, the path ob-

tained in Fig 58b is shorter than the initial paths. 

Once the population stops changing, the algorithm is stopped. Although this strategy seams 

complex, the GA makes optimizing a set of solutions a lot simpler than exhaustively searching 

for the best solution in a large ensemble. In a work related to our field of study, Xhafa et al. 

(2010) applied the GA to optimize MR positioning. The purpose of this study was to find the 

near-optimal positioning of the MR in order to establish network connectivity and maximizing 

users coverage. 
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Fig 57. Initial solutions. 
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Fig 58. New solutions. 

IV.V.III. Chemical Reaction Optimization 

The Chemical Reaction Optimization (CRO) is an evolutionary method inspired from the 

chemical reaction process that was first used to improve the performance of Peer to Peer stream-

ing systems (Albert and Victor, 2010). Similarly to the GA, the CRO is applied on a set of ran-

dom solutions represented in a form of molecules. To create new solutions, a set of predefined 

actions are applied iteratively until the stopping criteria is met. 
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Two sorts of actions are applicable during this process: (a) exploitation actions in which the 

number of input molecules is the same number of outputs, (b) exploration actions in which the 

population size is either decreased or increased. To maintain an appropriate size of the popula-

tion, the application of the two types of actions must be balanced. Similarly to the GA, the new 

solutions are a product of the molecular changes of the initial solutions. This method has been 

recently used in the work of Taisir et al. (2015) to select maximally distant code words. 

IV.VI. Our Proposed Algorithm 

Load balancing is a key mechanism that can improve the WMN performance significantly. 

Consistently forwarding the data traffic through the closest MRs leads eventually to network 

congestion and unfairness amongst the MCs. A possible solution for this problem is to compute 

alternative paths to forward the data flows without involving the loaded routers. Our idea is to 

construct a Topological Map (TM) in each router based on the neighbourhood tables of the MCs 

and MRs. To do so, the network members periodically broadcast HELLO messages containing 

the description of their neighbourhood. The collection of these HELLO messages form a TM 

that makes the router / gateway able to find alternative paths to the destination or to another less 

loaded router / gateway. The algorithm in Fig 59, illustrates how the alternative paths are cre-

ated. 

The algorithm that we propose, searches for alternative paths to the destination or to a reach-

able less loaded router. The alternative paths are formed by client / router nodes from which the 

router can receive HELLO messages. Thus, before launching a reactive search for the destina-

tion, the router uses the TM in order to compute a path towards the destination. This mechanism 

eliminates the unnecessary forwarding of data by the router when the destination can be reached 

with a multi-hop path formed by clients. The same procedure is applied to build a path towards 

other routers / gateways. Accordingly, if a router is loaded and cannot forward a new traffic as 

in Fig 60, a path towards another router is calculated and sent to the client. 
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Fig 59. Exploring the TM for alternative paths. 

 

Fig 60. The creation of alternative paths. 

The difference between the TM and the routing table is that the routing table con-

tains the paths towards all the possible destinations. On the other hand, the TM is 

formed by collecting only the partial routing information. Moreover, in order to main-

tain the routing table up to date, a periodic exchange / processing of the global routing 

information is necessary whereas while updating the TM, the neighbourhood tables 

received are only stored. For a better path optimization however, the TM must be peri-

odically refreshed and the algorithm is ran to search for better paths. Furthermore, the 

size of the TM depends on the radius of the neighbourhood contained in the HELLO 

messages. Evidently, increasing the neighbourhood radius can expand the number of 
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alternative paths. However, the growth of the TM size also increases the complexity of 

path calculation. 

The execution of the algorithm begins initially with an empty ensemble of paths and 

the starting point which is the data source. Then, the program explores the neighbours 

of the data source searching for the destination. The procedure is repeated on every 

node accessible and after exploring a node, it is deleted from the copy of the TM 

which the algorithm uses on the subsequent neighbours. Subsequently, every time the 

destination is found in a neighbourhood table, a new path is added to the list of alterna-

tive paths. The result is a list of paths leading to the destination and if no path is found, 

the client launches a path construction process. 

In addition to the neighbourhood radius, the quality of the solutions calculated by the 

algorithm depends on the metrics advertised by the members of the network. Since the 

purpose of this algorithm is load balancing, the HELLO message must contain at least 

the traffic load (remaining buffer) of the corresponding node. Besides, Path length is 

automatically deduced. For example, the available bandwidth or the mobility state can 

also be included. Obviously, it is simple to sort the alternative paths based only on one 

aspect. On the other hand, when the number of alternative solutions expand and the 

quality of the path depends on multiple aspects, identifying the most suitable path be-

comes much more complex. Thus, in Fig 62 and Fig 63, we propose a multi criteria 

sorting algorithm to rank the possible solutions. Furthermore, the algorithm in Fig 61 

is based on the GA. In this procedure, the best possible solutions based on each criteria 

are transformed by mutations in order to search for new possible paths. Applying this 

artificial intelligence method is useful when there is a wide number of potential solu-

tions. 
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Fig 61. Applying the genetic algorithm. 
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Fig 62. Multi criteria path selection method. 

 

Fig 63. Path ranking method. 

IV.VII. Conclusion 

The algorithm that we propose in this work, uses the partial routing information col-

lected by the routers / gateways, to distribute the traffic load fairly and avoid network 

congestion. The algorithm can also be used with different path quality measurement 

like the signal strength, remaining energy and link reliability (ETX for instance). 

Moreover, with the collection of multiple alternative paths, it is possible to rank the 

paths based on multiple metrics simultaneously. A simple way to choose a balanced 

solution, is to rank the alternative paths based on each criteria separately. Afterwards, 

the GA can be applied to mutate the best solutions in each category. Although, the 
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complexity and the overhead of the algorithm seems significant, the routing strategy 

that we proposed in the previous chapter limits the repercussions of this problem. Fi-

nally, besides being inspired from the GA and collecting a two dimension topological 

map, the novelty of the proposed algorithm is its ability to choose a balance solution 

for multiple metrics. 
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General Conclusion 
As we enter the wireless broadband era, finding a way to improve the offered QoS 

for applications has become quickly one of the main challenges. In this thesis, we pro-

pose a vast study to show the major impact of the routing protocols developed for 

MANETs and WMNs from a QoS perspective. While countless contributions have 

been tailored for this purpose, the complex nature of the dynamic routing problem 

makes the performance of the algorithms situational. Which is why each protocol is 

developed to solve a specific problem. Our target was mainly to lower the proactive 

routing complexity. 

As explained, the random mobility issue is the most important problem that all this 

routing protocol family must be accustomed to. From a PDR perspective, though the 

reactive protocols usually handle this issue better, the mechanisms applied by this 

category of protocol (multi-path, packet salvaging, local path repair, etc...) have unde-

sirable side effects (overhead / end to end delay increase or PDR decrease). Based on 

our analysis, the path failure prediction algorithm is the most appropriate solution to 

improve a reactive protocol performance from this point of view. Unlike other meth-

ods proposed to deal with the mobility problem, this strategy relies less on the mobility 

history of the nodes. 

The most complex issue that we attempted to solve in this work is the proactive rout-

ing problem. As it is stated in the literature and showed through the simulation results, 

the proactive routing complexity / overhead is strongly correlated with the network 

size. Unlike other proactive protocols, our proposed algorithm doesn’t process all the 

received routing messages and broadcast the entire routing table only when an impor-

tant link is established. The low complexity of ERBOR makes it potentially suitable 

for low capacity devices composing a large network. 

As for the WMN routing problem, insuring a proper QoS is effected by the same 

MANET routing issues. The two previous proposed routing algorithms can easily be 

fit to compound a hybrid / hierarchical WMN routing protocol: (a) ERBOR to lower 

the complexity / overhead of maintaining a local routing zone, (b) the reactive mobility 

aware extension to lower the packet losses. More importantly, the presence of the MGs 
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/ MRs offers physical support to enhance the QoS. When there are not too many trans-

fer requests, guaranteeing the best QoS to a MC is merely a matter of attributing it to 

the closest MR / MG. Otherwise, when the number of data flows is overpowering, load 

balancing is the key method to fairly serving all the demands. Thus, we proposed an 

algorithm to deviate the traffic from the loaded MR / MG. The novelty of our approach 

is that it brings a two dimensional awareness of the neighbourhood for the MG / MR. 

Perspectives 
As illustrated in the simulation results, although AOMDV produces better results 

when the number of data streams are increased, this protocol is the most negatively 

affected by the increase of the nodes movement speed. Which is why we strongly be-

lieve that the mobility extension can significantly enhance this protocol performance. 

On the other hand, the load balance algorithm raises potential complexity issues. 

The work done during this thesis and the obtained results open the door to a range of 

perspectives. Amongst them, we can mention: 

a) Mix the link breakage prediction mechanism with the mechanisms of ERBOR in a 

single routing protocol for WMN. Then, applying the load balancing mechanism to 

test the effectiveness of all the proposed methods together. 

b) The use of the GA for load balancing may be replaced by other bio-inspired algo-

rithms to determine which would be most efficient. 

c) Make tests for each type of online applications (VoIP, VoD, Games ...) with their 

different needs in terms of QoS, to determine the efficiency of the existing routing pro-

tocols. 
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Abbreviations 
ABC Artificial Bee Colony 
ABR Associativity Based Routing  
ACO Ant Colony Optimization  
AMAODV Adaptive Mobility aware AODV  
AODV Ad hoc On demand Distance Vector 
AODV-ALMA AODV Ant Like Mobile Agents  
AOMDV Ad hoc On demand Multipath Distance Vector  
ATCM AirTime Cost Metric  
BATMAN Better Approach To Mobile Ad hoc Networking  
CBR Constant Bit Rate  
CBRP Cluster Based Routing Protocol  
CH Cluster Head 
CRO Chemical Reaction Optimization  
CT Critical Threshold  
CTR Clear To Reserve 
DARE Distributed end to end Allocation of Time Slots for Real time Traffic  
DBF Distributed Belman Ford  
DREAM Distance Routing Effect Algorithm for Mobility  
DSDV Destination Sequenced Distance Vector  
DSR Dynamic Source Routing  
DUT Delayed Update Table 
ERBOR Effective Routing Based on Overhead Reduction 
FSR Fisheye State Routing 
GA Genetic Algorithm 
GCMR Gateway-Centralized Multi-hop Routing 
GW Gateway 
GWLB Gateway Load-Balancing  
HSR Hierarchical State Routing 
HWMP Hybrid Wireless Mesh Protocol 
LAR Location Aided Routing  
LBAOMDV Load Balancing AOMDV  
LBMGW Load Balancing in Multi Gateway WMN 
LET Link Expiration Time 
LS Link State 
MANET Mobile Ad hoc Network  
MAR Mobility Adjustment Routing 
MARs Multi Access Routers 
MC Mesh Client 
MG Mesh Gateway 
MMAMBA Multi-path Multi-gateway Anycast WMN routing protocol Based on Ant colony 
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MOAODV Multi-Objective AODV 
MPR Multipoint Relay 
MR Mesh Router 
MSS Minimum Signal Strength  
NMH New Metric for HWMP 
NS2 Network Simulator 2  
NUNBC Novel Unique Node Based Clustering 
NXUT Next Update Table 
OBSUR On-demand Bandwidth and Stability based Unicast Routing 
OGM Originator Message  
OLSR Optimized Link State Routing  
PCAODV Power Control AODV 
PDR Packet Delivery Ratio  
PMQRPMP Power aware Multiple QoS constraints Routing Protocol with Mobility Prediction  
PRP Parallel Routing Protocol  
QoS Quality of Service  
QUORUM Quality Of service Routing in wireless Mesh networks  
RLB Reactive Load Balancing 
RRAODV Randomized Reverse AODV  
RREP Route Replay 
RREQ Route Request 
RT Routing Table  
RTBD Record and Trust-Based Detection 
RTR Request To Reserve  
RTT Round Trip Time  
SSA Signal Stability-Based Adaptive Routing  
TM Topological Map  
TORA Temporally Ordered Routing Algorithm 
TTL Time To Live 
UDP User Datagram Protocol 
UML Unified Modelling Language 
WCETT-LB Weighted Cumulative Expected Transmission Time Load Balancing  
WMN Wireless Mesh Network  
WMR Wireless Mesh Routing  
ZHLS Zone Based Hierarchical Link State  
ZRP Zone Routing Protocol  
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Appendix 
Network Simulator 2 

 

Fig 64. Network Simulator 2. 

Network Simulator 2 (NS) is an open software used by researchers to create a virtual 

network and replicate the behaviour of it components. This simulation tool was written 

in C programming language in 1995. In order to create a virtual network, the users 

must define the conditions of the simulation and the components of the network. The 

following script written in TCL is an example of how to simulate a MANET composed 

of 100 nodes. 

MANET Simulation Script 

set val(chan) Channel/WirelessChannel ;# channel type 

set val(prop) Propagation/TwoRayGround ;# radio-propagation model 

set val(netif) Phy/WirelessPhy ;# network interface type 

set val(mac) Mac/802_11 ;# MAC type 

set val(ll) LL ;# link layer type 

set val(ant) Antenna/OmniAntenna ;# antenna model 

set val(ifqlen) 50 ;# max packet in ifq 
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set val(rp) DSDV ;# routing protocol 

set val(seed) 0.0 ;# 

if { $val(rp) == "DSR" } { 

    set val(ifq) CMUPriQueue 

} else { 

    set val(ifq) Queue/DropTail/PriQueue 

} 

set val(x) 1500 ;# X dimension of the topography 

set val(y) 1500 ;# Y dimension of the topography 

set val(stop) 200.0 ;# simulation time 

set val(path) /home/acharya/ns-allinone-2.35/ns-2.35 

set val(nn)             100            ;# how many nodes are simulated 

set val(cp)             "cbr-50-test"   

set val(sc)             "p1maxsp1scen-100-test_1000x1000" 

 

Phy/WirelessPhy set CPThresh_ 10.0 ;# Capture threshold (db) 

Phy/WirelessPhy set CSThresh_  2.82e-9 ;#Carrier sense threshold(W) 

Phy/WirelessPhy set RXThresh_  2.82e-9 ;# Receive power threshold(W) 

Phy/WirelessPhy set Rb_ 2*1e6 ;# Bandwidth 

Phy/WirelessPhy set Pt_ 0.2818 ;# Transmission power (W) 

Phy/WirelessPhy set freq_ 914e6 ;# frequency 

Phy/WirelessPhy set L_ 1.0 ;# system loss factor 

 

set ns_ [new Simulator] 

set tracefd [open sim_dsrnet.tr w] 
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set god_ [create-god $val(nn)] 

$ns_ trace-all $tracefd 

$ns_ use-newtrace 

# set the new channel interface. 

#Open the nam file 

set namtrace [open confout.nam w] 

$ns_ namtrace-all-wireless $namtrace $val(x) $val(y) 

#Set up topography object to keep track of movement of nodes 

set topo [new Topography] 

#Provide topography object with coordinates 

$topo load_flatgrid $val(x) $val(y) 

proc finish {} { 

    global ns_   tracefd namtrace 

    $ns_ flush-trace 

    close $tracefd 

    close $namtrace 

    exec ./nam confout.nam & 

    exit 0 

} 

create-god $val(nn) 

$ns_ node-config -adhocRouting $val(rp) \ 

    -llType $val(ll) \ 

    -macType $val(mac) \ 

    -ifqType $val(ifq) \ 

    -ifqLen $val(ifqlen) \ 
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    -antType $val(ant) \ 

    -propType $val(prop) \ 

    -phyType $val(netif) \ 

    -channelType $val(chan)\ 

    -topoInstance $topo \ 

    -agentTrace ON \ 

    -routerTrace ON \ 

    -macTrace ON \ 

    -movementTrace ON 

for {set i 0} {$i < $val(nn) } {incr i} { 

    set node_($i) [$ns_ node] 

    $node_($i) random-motion 0 ;# disable random motion 

} 

puts "Loading connection pattern..." 

source $val(cp) 

puts "Loading scenario file..." 

source $val(sc) 

for {set i 0} {$i < $val(nn)} {incr i} { 

    $ns_ initial_node_pos $node_($i) 50 

} 

for {set i 0} {$i < $val(nn) } {incr i} { 

    $ns_ at $val(stop).0 "$node_($i) reset"; 

} 

$ns_ at $val(stop).0001 "finish" 

$ns_ at $val(stop).0002 "puts \"NS EXITING...\" ; $ns_ halt" 
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puts $tracefd "Confidant Wrote this!" 

puts $tracefd "M 0.0 nn $val(nn) x $val(x) y $val(y) rp $val(rp)" 

puts $tracefd "M 0.0 sc $val(sc) cp $val(cp) seed $val(seed)" 

puts $tracefd "M 0.0 prop $val(prop) ant $val(ant)" 

puts "Starting Simulation..." 

$ns_ run 
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Abstract: In recent years, the Mobile Ad hoc Networks (MANETs) 

became more popular due to their multiple advantages such as the low 

setup cost, auto-configuration and auto-healing features. This kind of 

network is distinguished by its dynamic and distributed nature since it does 

not contain any form of centralized infrastructure. These characteristics 

have led to the emergence of new routing protocols specifically designed 

for dynamic topologies. Some protocols construct and maintain paths 

before they are needed (proactive protocols). However, this method 

generates a massive volume of overhead. Other protocols reduce the 

overhead by constructing paths only when it is necessary (reactive 

protocols). On the other hand, this method is not well adapted when the 

topological changes are frequent and can increase the transmission delay. 

Though the features presented by this type of network seem appealing, 

maintaining the network connectivity in a distributed fashion is a complicated 

task and could drain a significant piece of the network resources. Moreover, 

considering that the network members are usually embedded devices 

equipped with limited resources, it is vital to minimize the resources spent by 

the routing protocol. In this study we compare the various routing strategies 

designed for MANET and propose a proactive routing algorithm that 

consumes an acceptable quantity of the network members resources. 

Furthermore, we present how our protocol works and multiple tests to show 

the protocol reactions to the different topological parameters. 

 

Keywords: Routing Protocol, MANET, Proactive, Reactive, Overhead, 

Network Resources 

 

Introduction 

With the recent technological advances in the field of 

telecommunication, a new type of wireless network 

called Mobile Ad hoc Network (MANET) has emerged. 

Unlike the traditional wireless networks, MANETs are 

formed by mobile hosts (smart phones, laptops, …etc) 

solely. Instead of relying on a preset infrastructure, all 

the network members collaborate in a distributed fashion 

in order to form multi-hop paths. Furthermore, the 

network members are able to move freely which makes 

the network topology highly flexible. Due to the 

interesting features of the MANET, this network 

technology has become a core feature in other networks 

such as the Wireless Mesh Network (WMN) and the 

Vehicular Ad hoc Network (VANET). The ability of 

operating without a centralized infrastructure makes this 

type of network very suitable for situations where 

deploying an infrastructure is difficult or unwanted and 

more importantly, this technology can be viewed as an 

ideal platform to support the pervasive systems. 

Since the topology can change randomly, the 

traditional routing solutions cannot function in this type 

of network. Therefore, a new type of routing protocol 

appeared that can operate in a dynamic topology. Based 

on the manner with which the paths between the network 

members are created, three categories of MANET 

routing protocols exist. First, the proactive protocols 

create and maintain the paths to all the potential 

destinations in the network. Accordingly, when a 

network member requires a path to a given destination, 

the data transfer starts without delay. To apply this 

strategy, the network members periodically broadcast 

their topological information and process the incoming 

routing messages. As a consequence, this type of 
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protocol can consume a portion of the mobile hosts 

resources (bandwidth, energy and computation time). 
Secondly, the reactive protocols create the paths on 

demand instead of building a path to every possible 
destination. In this strategy, a path between a pair of 
nodes is created and maintained as long as it is used. 
When a path toward a given destination is needed, a 
request/wait for reply process is launched. Then, the path 
requests are rebroadcast by the intermediate nodes until 
the destination is found. Afterwards, a reply is sent to the 
source through the found route. Thus, unlike the 
proactive protocols, this category of protocol lowers the 
overhead when the transmission requests are uncommon. 

Although this routing approach preserves the 
resources of the network, the reactive path building 
process can introduce a transmission delay. Inevitably, 
this problem expands when the topology changes 
frequently. Furthermore, this strategy is ineffective when 
the number of transmission demands is elevated and can 
consume as much resources as the proactive method in 
such a situation. Logically, when the user application 
requires a constant connectivity between the network 
members, it is more appropriate to apply the proactive 
approach than to create a path to each destination 
separately. Moreover, whereas the proactive approach 
automatically optimizes the available paths, the reactive 
protocol first informs the source about the path rupture 
so that a new search for the destination can be launched. 

The mixture between the proactive and the reactive 

method created a new type of protocol called hybrid. 

First, the proactive method is applied to collect the 

routing information about the close neighborhood (3 or 4 

hops away). After that, in case a path to a remote 

destination is needed, the reactive approach is launched. 

Consequently, this kind of protocol generates less 

overhead than the proactive protocols and reduces the 

transmission delay by comparison with the reactive 

protocols. As a substitute to the reactive path building 

process, the request messages are forwarded through 

routing zones until the destination is found instead of 

overflowing the entire network. Nonetheless, this 

method does not produce necessarily the shortest paths 

because, the search for the destination, is zone driven. 

Some protocols organize the network in a 
hierarchical manner to attribute a role for each network 
member. The idea is to represent the network in a form 
of multiple clusters where each cluster has one 
representative responsible of routing functions, labeled 
as a Cluster Head. Mobile hosts that belong to more than 
one cluster are used for communication between clusters 
and are considered as Gateways. As a result, the 
hierarchical organization minimizes the routing 
operations performed by the cluster members since the 
routing functions are insured only by the Cluster Heads 
and Gateways. The downside is that the concentration of 
data flows on the Cluster Heads and Gateways can lead 
to network congestion and eventually, node failure. 

Unquestionably, the routing protocol is the kernel 

function behind all the advantages of the MANET. 

Considering the differences in the strategies applied by 

the routing protocols, the performances of the protocol 

depend on the context for which the MANET is used. 

Hence, multiple extensions were proposed in order to 

increase the adaptability of the routing protocols in 

different situations. Some researchers focused their work 

on how to balance the traffic load in order to increase the 

network life time (Day et al., 2011). Other studies were 

oriented toward Quality of Service (QoS) awareness 

(Poonkuzhali et al., 2014) and security insurance 

(Gopalakrishnan and Ganeshkumar, 2015; 

Chandramohan and Kamalakkannan, 2014). 

For instance, in a scenario where the transmission 

requests are rare, the reactive and hybrid protocols can 

outperform the proactive protocols. On the other hand, in 

a situation where the user application requires a constant 

connectivity between the users, the proactive protocols 

are more suitable. In addition, the proactive method 

offers many advantages such as its better awareness of 

the topological events and low transmission delay. 

However, the complexity of the proactive protocols 

make their performances depend on the topological 

parameters. Besides, the MANET components are 

usually equipped with a restricted CPU power, limited 

bandwidth and energy. For that reason, the constant 

advertisement/processing of the routing information can 

accelerate the exhaustion of the mobile hosts energy; 

especially in a large networks. 

In order to lower the overhead of the proactive 

strategy, many methods have been proposed. In this 

study we present a proactive algorithm based on a new 

routing information exchange/processing method that 

aims to reduce the complexity of the routing function. 

Although the proposed algorithm is proactive, the 

resulting overhead is fairly reasonable by comparison 

with other protocols from the same category. 

Furthermore, we propose several series of simulations to 

test the proposed solution resiliency based on different 

topological parameters (nodes speed of movement, 

network size and density). 

This paper is organized as the following: In section I 

we discuss the different routing algorithms proposed for 

MANET. In section II, we provide the core algorithm for 

our protocol. Then, in section III we explain how the 

protocol is tested. In section IV, we discuss the results 

obtained from the protocol tests. Finally, section V 

concludes this paper. 

Literature Study 

The Proactive Protocols 

Due to the distributed and unpredictable nature of the 

MANET, numerous routing protocols have been 
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designed to execute the routing function in dynamic 

topologies. Destination Sequenced Distance Vector 

(DSDV) developed by Perkins and Bhagwat (1994) is a 

proactive protocol that chooses the paths based on how 

fresh they are. To determine the freshness of the paths, 

each path is tagged with the corresponding destination 

sequence number so that the node can select the most 

recent path. In addition, important topological changes 

are immediately announced by the network members. 

Consequently, this protocol efficiently eliminates routing 

loops and accelerates the convergence. However, when 

the topology changes frequently, the volume of routing 

messages produced by this protocol, expands. 

Optimized Link State Routing (OLSR), designed by 

Clausen and Jacquet (2003) is a proactive protocol based 

on the Link State algorithm. This protocol optimizes the 

dissemination of the control messages by selecting for 

each network member, a subset of its neighborhood 

called Multipoint Relays (MPR). Simply, this subset 

contains the minimum set of neighbors that can enable a 

network member to reach all the adjacent nodes two 

hops away, or less. Afterwards, all the neighbors process 

the control messages but only the selected MPRs 

forward them. Consequently, the links that are 

disseminated in the network, are limited.  

The strength of this protocol is its adaptability to 

dense topologies. Instead of announcing all the links 

with the neighbors, only the necessary links are 

broadcast. Although the MPR selection process requires 

a periodic treatment of the neighbors set, this mechanism 

eliminates the asymmetric link problem. Also, from a 

security point of view, relaying only on the selected 

MPRs eliminates the misbehaving host problem since, 

the network member that does not share any routing 

information, is excluded from the MPR list. 

The idea applied by Gerla et al. (2002) in Fisheye 

State Routing (FSR), is to use the Fisheye algorithm 

which was initially designed for the compression of 

visual data. When applied on routing information, the 

network members advertise the description of their near 

neighborhood more frequently than the description of the 

remote destinations. Thus, the outcome of this method is 

the reduction of the control message size and a slight 

inaccuracy while building paths to the remote destinations. 

However, since the routing decisions are made hop by 

hop, the routing imprecision can be insignificant because 

the information about the destination is more accurate for 

the network members relatively closer to it. Although this 

method slows down the convergence of the protocol, this 

strategy is well adapted to large topologies. Furthermore, 

Andreas et al. (2009) proposed an integration of this 

method in OLSR to lower the overhead. Figure 1 is an 

example of how FSR organizes the routing information. 
Neumann et al. (2008) proposed a protocol called 

Better Approach to Mobile Ad hoc Networking 

(BATMAN) which incorporates a new method for path 

building. This protocol generates control messages 

called Originator Messages (OGMs) and upon receipt, 

the distance to each destination is incremented and the 

message is rebroadcast. Subsequently, the paths are 

selected based on the number of OGMs received. The 

advantage of this protocol is that it produces paths with 

high throughput and low packet loss. On the other hand, 

the OGMs are advertised more frequently than the control 

messages of other proactive protocols and disseminating 

them in the network increases the overhead. 

Distance Routing Effect Algorithm for Mobility 
(DREAM), created by Basagni et al. (1998), is a 
proactive protocol similar to FSR. This protocol 
collects the geographical descriptions of the network 
members through a localization system and uses them 
to construct paths. Two mechanisms compose this 
protocol: (a) the distance effect, (b) the node relative 
speed. The idea of the first mechanism is that the more 
a node is distant, the less it appears to be moving. 
Therefore, this protocol advertises the routing 
information representing the close nodes more often 
than the description of the destinations faraway. The 
difference between this method and FSR is that 
DREAM measures the geographical distance between 
the nodes instead of hop count. 

In the second mechanism, the nodes moving at a high 

speed advertise their routing information more often than 

those moving slowly. Furthermore, this protocol 

considers that the next hop toward the destination is the 

closest one to it according to the collected geographical 

information. However, this perception might not be 

always true. Hence, making this protocol inaccurate in 

some scenarios. Besides, the correlation between the 

broadcast frequency of the control messages and the 

network member speed of movement, increases the 

overhead when the network members are moving fast. 

Typically, the routing protocols for MANET tend to 

build the shortest path. Juliusz (2010) created a new 

proactive protocol, called Babel, based on the ETX 

metric proposed by De Couto et al. (2003). Basically, 

this protocol calculates the probability of data 

transmission over a link without packet loss. To achieve 

this, the number of control messages received from a 

neighbor and the expected number of control messages 

over a period of time, are compared. Afterwards, the 

neighbors proposing the highest probabilities of 

transmission without packet loss, are chosen for path 

construction purposes. As a result, this protocol 

promotes the paths that have a low signal interference. 

Additionally, the sequence number idea of DSDV, is 

applied in this protocol. Nonetheless, the problem of 

this protocol is that the computation of the ETX 

metric requires a recurrent broadcast of the control 

messages. Consequently, the routing overhead of this 

protocol is elevated. 
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Fig. 1. Fisheye state routing (Gerla et al., 2002) 
 

The Reactive Protocols 

Whereas the proactive protocols main focus is to 

maintain the paths between all the network members, 

reactive protocols create a path on demand only. 

Designed by Perkins et al. (2003), Ad hoc On demand 

Distance Vector (AODV) is a reactive protocol that 

applies a request/wait for reply cycle to construct a path. 

When a network member needs a path to a given 

destination, the search is initiated by the broadcast of a 

Route Request (RREQ) message. After receiving a 

RREQ, the intermediate node creates a reverse path to 

the source and rebroadcast the request only once. 

Afterwards, when the destination is reached or a node in 

possession of a recent path (by comparison with the 

sequence number included in the RREQ) is attained, a 

Route Replay (RREP) is forwarded toward the source to 

establish the transmission path. 

The main disadvantage of AODV is its inadaptability 

to the frequent topological changes. When the network 

members movement affects the transmission path, first, 

the source is informed about the path rupture. Then, the 

search for the destination is restarted from the beginning. 

To limit the transmission delay problem, Alshanyour and 

Baroudi (2008) proposed an upgraded version of this 

protocol by incorporating a local route repair method. 

This mechanism can reduce the transmission delay due 

to path rupture especially when the network members 

are moving slowly or at a medium speed. Furthermore, 

in the work of Surjeet et al. (2014) and Kanniche et al. 

(2011), two bandwidth estimation strategies based on 

AODV, are proposed in order to provide the QoS 

support for the data streams. 

Designed by Johnson et al. (2007), Dynamic Source 

Routing (DSR) applies a similar path construction 

process to the one applied in AODV. The difference is 

that the intermediate network members include their IDs 

in the RREQ instead of memorizing the reverse path. 

Moreover, when the path is sent back to the source, the 

found path is included in all the data packets. As a result, 

this protocol requires less storage capacity and a rupture 

in the transmission path is immediately detected which 

eliminates routing loops. However, including the path in 

all the RREQ/RREP and data messages generates a 

considerable quantity of routing overhead. 

The reactive protocols developed by Marina and Das 

(2006) and Park and Corson (1997) create multiple paths 

toward the same destination. This strategy can improve 

the protocol adaptability to frequent topological events. 

Instead of maintaining only one path toward the 

destination, Ad hoc on demand Multipath Distance 

Vector (AOMDV) and Temporally Ordered Routing 

Algorithm (TORA) maintain all the found paths during 

the search for the destination. After that, in case the 

primary transmission path is broken, one of the 

alternative paths is used by the source. Unless all the 

alternative paths are broken, this approach can 

significantly shorten the transmission delay. On the other 

hand, creating and maintaining multiple paths to the 

same destination, increases the overhead. In order to 

introduce the QoS awareness in this type of protocol, 

Sensarma and Majumder (2013) proposed an extension 

of TORA based on the Ant colony method (Dorigo and 

Gambardella, 1997). 
The Associativity Based Routing (ABR) protocol, 

developed by Toh (1997), is a reactive protocol that 

promotes the path that has a high associativity degree. 

To run this protocol, each member of the network 

attributes an associativity degree to its neighbors by 

counting the number of the HELLO messages received. 

During the search for the destination, the associativity 

degree of the explored links are included in the request 

messages. Subsequently, when the destination is 

reached, the path with the highest associativity degree is 

selected. Also, this protocol incorporates a local path 

repair mechanism to reduce the transmission delay in 

case of a path failure. Although the local path repair is 

effective when the network members are moving at a 
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medium/low pace, this method increases the 

transmission delay when it fails. 

Signal Stability-Based Adaptive Routing (SSA), 
presented in the work of Dube et al. (1997), is a reactive 
protocol that selects the paths based on the signal 
strength between the neighbors. First, for each neighbor, 
the link signal quality is recorded as “high” or “low”. 
Then, when the search for the destination is launched, 
only the path requests received from the “high” signal 
strength links, are forwarded. As a result, this protocol 
creates paths formed by “high” quality links. The 
disadvantage of this method is that, if the first attempt to 
build a path with “high” quality links fails, the 
transmission source then restarts the search and the 
“low” quality links are accepted during the second 
attempt. Thus, the transmission delay is increased. 

Ko and Vaidya (2000) proposed another protocol 

called Location Aided Routing (LAR) that collects the 

geographical coordinates of the mobile hosts. This 

reactive protocol explores the existing geographical 

information about the destination (last known location, 

time elapsed since the last communication, speed and 

direction of movement) to near down the location where 

the destination might be found. First, the source 

calculates the relative distance that separates it from the 

destination and includes it in the request message. 

Subsequently, the intermediate nodes receiving the 

request message will rebroadcast it only if they are closer 

to the destination. In order to enlarge the search area, the 

distance separating the destination from the source, is 

increased at the beginning of the process. Consequently, 

the probability of finding the destination, is increased. 

However, supposing that the next hop leading to the 

destination is the closest one to it (geographically), can 

be false. As a result, the path repair mechanism can 

falsely fail which leads to restarting the search for the 

destination and including all the network members in the 

process. Hence, if the path repair fails, the transmission 

delay is increased. 

The Hybrid and Hierarchical Protocols 

Hybrid protocols usually create multiple routing 
zones by applying the proactive approach. Then, the 
reactive approach is initiated to reach the remote 
destinations. Zone Routing Protocol (ZRP), proposed 
by Hass et al. (2002), applies this idea to create a 
routing zone around each network member. During the 

reactive path building phase, if the destination is within 
the routing zone, a path replay is sent back to the 
source. Hence, the transmission delay is reduced by 
comparison with the typical reactive approach. 
Nevertheless, since the search for the destination is 
directed through routing zones, the path produced by 

this protocol is not always the shortest. 
Joa and Lu (2002) proposed Zone Based Hierarchical 

Link State (ZHLS) which is also a hybrid protocol that 

creates routing zones based on the geographical locations 

of the network members. Depending on the positions of 

the network members, the network is arranged in a form 

of multiple routing zones. Furthermore, the nodes that 

belong to the same zone create paths between each other 

and the links between the routing zones are announced in 

the entire network. During the reactive search for the 

destination, the transmission delay is reduced since the 

route replay is sent once the zone, to which the destination 

belongs to, is found. On the other hand, the geographical 

routing zones of this protocol cannot merge. Figure 2 is 

an example of how ZHLS arranges the nodes in groups 

based on their positions. 

Protocols that organize the network in a hierarchical 
manner are very similar to the hybrid protocols. The 
difference between these two strategies is that the 
hierarchical organization of the network elects a subset 
of the network responsible for the routing operations 
whereas in the hybrid protocols, all the network 
members contribute uniformly. 

Pei et al. (1999) designed Hierarchical State Routing 
(HSR) which is a protocol that arranges the network 
into multiple hierarchical levels. To apply this 
protocol, each Cluster Head at level N becomes a 
member in a cluster at level N+1. Afterwards, the 
network members are identified by the sequence of 
Cluster Heads IDs relaying them to the root cluster. 
Consequently, Gateways have multiple IDs since they 
can be reached by at least two Cluster Heads. 

In Cluster Based Routing Protocol (CBRP), designed 
by Jiang et al. (1999), the mobile hosts advertise 
periodically their neighborhood table. On the basis of 
this information, a role is attributed to each network 
member (Cluster Head, Gateway or Cluster Member). 
Additionally, the reactive method is applied when the 
destination does not belong to the same cluster. 
Accordingly, the route request is forwarded between 
clusters until the destination is located. Moreover, 
Vidal and José (2010) proposed an extension of this 
protocol to provide QoS for the new data flow. Cluster 
Based QoS Routing Protocol (CBQRP) includes the 
minimum bandwidth required in the route requests. 
Essentially, the idea in this protocol is to forward the 
route request by only the Cluster Heads and Gateways 
that have enough remaining bandwidth to support the 
new data flow. 

Theoretical Analysis 

In addition to the advantages/inconveniences that the 
protocols inherit from their path building strategy, each 
protocol incorporates other methods that can improve its 
performance. For instance, the reactive protocols can 
reduce the transmission delay by adding a local path 
repair method. Also, the performances of the routing 
protocols depend on several aspects such as the network 
members mobility, network size/density, the user 
application requirements,…etc. 
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Fig. 2. Zone based hierarchical link state 

 
Table 1. Different protocols characteristics 

Parameters Resource Topological Algorithm 

Protocol consumption awareness complexity Performance dependency Advantages 

DSDV Medium Medium Medium Network size/density and Fast convergence and 
     the mobility of the nodes. routing loop avoidance. 

FSR Medium Low Medium Network density and the  
    mobility of the nodes. Adaptability to large topologies. 

DREAM High High Medium 
OLSR High High High Network size. Adaptability to dense topologies. 

     High throughput and 
Babel High High Medium Network size and density. retransmission avoidance. 

BATMAN High Medium Medium 
    Network size, the number of transmission Low overhead and routing  
AODV Very low Low Low requests and the mobility of the nodes. loop avoidance. 

DSR High Low Very Low  Routing loop avoidance. 
    Network size and the number of  

AOMDV Medium Medium Low transmission requests. Adaptability to path rupture. 
TORA Medium Medium Medium 

LAR Low Medium Low The number of transmission requests. Transmission delay reduction. 
    Network size, the number of transmission 

SSR Low Low Low requests and the mobility of the nodes. Retransmission avoidance. 
    Network size and the number of 

ABR Low Medium Low transmission requests. Path rupture avoidance. 
    The number of transmission  
ZRP Medium Low Low requests and the network density. Path discovery acceleration. 

ZHLS Medium Low Low 
HSR Medium Low Medium 

CBRP Medium Medium Medium 

 

For example, the proactive protocols are more 

suitable when the user application needs to maintain the 

communication between all the network members. In a 

collaborative system where each user must be aware of 

the other teammates status, establishing the paths 

automatically between the components of the network, is 

crucial. Whereas the proactive protocols automatically 

create the paths and update them, frequent topological 

changes force the reactive protocols to restart the path 

building process from the beginning. On the other hand, 

the reactive protocols are usually fairly simple to execute 

and require very little resources. Table 1 summarizes the 

characteristics of the MANET routing protocols from a 

theoretical point of view. 

Proposed Algorithm 

To achieve proactive routing, the entire network 

must advertise periodically the collected routing 

information in a form of control messages. After that, 

the received control messages are processed by the 

neighbors to update their topological view. Usually, 



Bambrik Ilyas and Didi Fedoua / American Journal of Applied Sciences 2015, 12 (6): 382.402 

DOI: 10.3844/ajassp.2015.382.402 

 

388 

the proactive protocols broadcast the entire routing 

table after a short period of time to avoid routing 

anomalies and refresh the routing view of the 

neighbors. Another shared mechanism between the 

proactive protocols is that all the control messages 

received from the neighbors must be processed. 
In a small/medium size network, the proactive 

protocols can perform very well without a noticeable 
effect on the network resources. On the other hand, in a 
large network, the sizes of the control messages grow as 
well which directly increases the consumption of the 
network members resources. Our idea is to reduce the 
overhead of the proactive protocol by limiting the broadcast 
of the entire routing table. Instead of frequently advertising 
the full routing table, the network members broadcast the 
routing updates. Evidently, in order to announce all the 
available paths, the broadcast of the global topological 
view is a must in any proactive protocol. However, the 
periodical broadcast of the routing table is wasteful in 
terms of energy. Especially in the network areas where 
there is no significant changes to be announced. 

To enable the protocol to converge adequately while 
generating an acceptable quantity of overhead, the 
algorithm that we propose broadcasts the full routing 
table only if at least one new essential neighbor is 
sensed. This event driven mechanism significantly 
reduces the effect of the network size on the quantity of 
overhead produced by the routing protocol. The protocol 
that we present in this study is called Effective Routing 
Based on Overhead Reduction (ERBOR). Initially, we 
started designing this protocol in our preliminary 
research on the MANET and the existent Ad hoc routing 
protocols (Bambrik and Didi, 2013). 

Another topological parameter that can influence the 
proactive protocol is the network density. Constantly 
processing all the control messages received from the 
neighbors can consume a large portion of energy and 
computation time. In Fig. 3 for example, MH1 is located 
in a dense area of the network and must process all the 
control messages received from its neighbors. The MPR 
method included in OLSR improves the protocol 
adaptability to dense topologies by reducing the number 
of links announced in network. Still, the network 
members treat all the control messages received from 
both the neighbors and MPRs. 

Understandably, the amount of energy spent by a 

network member on routing operations strongly depends 

on the volume of routing information processed by it. For 

that reason, we included a modified MPR selection 

mechanism that enables ERBOR to disregard control 

messages that contain redundant routing information. 

Instead of processing all the received control messages like 

OLSR, ERBOR verifies first the control message generator 

field to determine if the message is useful. Simply, when 

the generator of a control message is reachable through an 

existing path, the control message is ignored. Otherwise, the 

control message is fully processed. 

Control Messages Processing 

ERBOR is based on three tables and the MPR list. 

The first table is the Routing Table (RT) which contains 

for each path: (a) the destination ID, (b) next hop, (c) 

hop count. The second table is the Next Update Table 

(NXUT) in which, the updates that have not been 

advertised yet, are stored. Each update contains: (a) the 

destination ID, (b) hop count, (c) type of the update (a 

deletion or path entry).  The third table is called Delayed 

Update Table (DUT) and it contains all the updates that 

need to be checked before they can be advertised. In case 

an entry from the DUT is removed before the next 

control message broadcast, a new removal update is 

included in the NXUT to announce that the 

corresponding route is no longer valid. Otherwise, if an 

entry in the DUT still exists after the subsequent 

broadcast (the information is still valid), a positive 

update is added to the NXUT. 

The network members periodically broadcast their 

NXUT and clear them afterwards. Then, between two 

broadcasts, the control messages received from the 

neighbors are examined. The control message content 

can be either the NXUT (recent topological events only) 

or the full routing table. This approach is slightly similar 

to the one applied in DSDV with several changes. DSDV 

broadcasts the full routing table when a significant 

change is sensed so that the size of next incremental 

message is reduced. Also, DSDV periodically broadcasts 

the full routing table of all the network members after a 

short period. The idea we propose in ERBOR is to 

broadcast the full routing table of a network member 

only when it is necessary. Table 2 represents the format 

of the control messages generated by ERBOR. Also, the 

CM_Sequece_Number is used to detect packet loss. 

All the control messages contain a list of updates that 

can be either a deletion update (negative update) or a 

path update (positive update). The NXUT contains both 

types of update. On the other hand, when the control 

message contains the full routing table, all the entries are 

positive updates. The algorithm in Fig. 4 shows how the 

control messages are handled by ERBOR. 

Removal Update 

A path contained in the routing table can be deleted 

only if a negative update is received from the 

corresponding next hop or the link with the next hop is 

broken. Also, if a path is deleted, all the corresponding 

temporary path updates in the DUT and NXUT, are 

deleted as well. Subsequently, for each deleted path, a 

removal update is added to the NXUT in order to announce 

the detected change. Another possible situation is that a 

mobile host receives a removal update for a destination that 

does not exist in its routing table. Logically, the deletion 

update is ignored in this scenario. The schema in Fig. 5 

explains how this procedure is implemented. 
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Fig. 3. The effect of the network density 

 

 
 

Fig. 4. Control message processing algorithm 

 
Table 2. Control message format 

CM_Generator_ID CM_Sequence_Number CM_Type 

Destination_ID 1 Hop_count Update_Type 
Destination_ID 2 Hop_count Update_Type 
. . . 
. . . 
Destination_ID n Hop_count Update_Type 

 
On the other hand, if the next hop is not the 

originator of the removal update, the path in the 

routing table can be an alternative path unaffected by 

the received update. To verify that the available path 

is still valid, the path in the routing table is added to 

the DUT. After the next broadcast, this alternative 

path is included in the NXUT, if no removal update is 

received for it. Afterwards, the path is advertised to 

notify the originator of the removal update that an 

alternative path is available. 

To explain how a deletion update is handled, we 

consider the scenario in Fig. 6. When the link between 

MH5 and MH3 is lost, MH5 generates a negative 

update to inform the neighbors about the topological 

change. Let’s suppose that for MH1, the next hop 
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toward MH3, is MH2. After the reception of the 

update generated by MH5, MH1 does not remove the 

path attributed to MH3 because, MH5 is not the next 

hop toward it. Instead, MH1 adds the path describing 

MH3 to its DUT so it can be verified first and 

advertised afterwards. This way, MH5 will be 

informed about the existence of an alternative path 

toward MH3. 

Path Update 

A path update, for an existing path, is applied by a 

network member only if it is received from the 

corresponding next hop or it has a better metric than 

the one available in the routing table. Additionally, 

when a path update describing a new destination is 

received, this new path is accepted only if, there is no 

path to the same destination, recently deleted. To 

verify this condition, the receiver searches for a 

negative update describing the corresponding 

destination in the NXUT. 

In case a network member receives a path update 

with a higher hop count by comparison with the one in 

its routing table, the receiver creates an update 

describing the available path and adds it to the DUT. 

The path in the routing table is verified first then 

added to the NXUT in case it is still valid. The 

schemas in Fig. 7 and 8 represent the processing 

methods for the positive updates. In Fig. 9, MH5 

detects MH6 as a new neighbor and generates a path 

update describing this new link. When MH1 processes 

this information, it first verifies if there is already a 

path leading to MH6. In this example MH6 is a direct 

neighbor for MH1 which means that MH1 has a 

shorter path than the one advertised by MH5. 

 

 

 
Fig. 5. Deletion update treatment algorithm 

 

 

 
Fig. 6. Deletion update scenario 
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Fig. 7. Creating a new routing entry 
 

 
 

Fig. 8. The algorithm for processing a positive update for an existent path 
 

 
 

Fig. 9. Path update example 
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MPR Selection 

In a situation where a node has many neighbors, the 

routing information advertised by some neighbors can 

be redundant. For example in Fig. 10, MH1 can obtain 

almost the same routing information from MH8 and 

MH5. Therefore, it is more efficient to select a subset 

of neighbors for each network member, that enables 

the routing protocol to create a complete view of the 

network. In OLSR, the MPR selection method defines 

a subset of the neighborhood that enables a mobile 

host to reach all the neighbors within two hops 

distance. Nonetheless, the MPRs are used to forward 

routing information only while the network members 

process all the received control messages. Our idea is 

to select a subset of neighbors that enable the protocol 

to build a path to every potential destination. 

Afterwards, only the control messages received from 

the selected neighbors, are treated. 

In ERBOR, the receiver of a control message first 

verifies if the source can be reached through an active 

MPR. If that is the case, the source of the update is 

considered as a neighbor only and, the control message 

received from it, is ignored. Otherwise, if the source 

cannot be reached by any existing MPR, this neighbor 

becomes an MPR itself. This way, only the control 

messages received from the selected MPRs are 

processed. Accordingly, this method reduces the energy 

and computation time spent on routing operations. 

Moreover, only the detection of a new MPR can trigger 

the broadcast of the full routing table. Figure 11 shows 

how the network member detects a potential new MPR 

and, how the control messages received from the 

redundant neighbors, are ignored. 
When two nodes detect each other as MPRs, they 

broadcast their entire routing table. The receiver of 

the routing table compares it with its routing table to 

create a list of paths that are unavailable for the new 

MPR. Then, this list is added to the DUT so that it can 

be verified first then advertised. Afterwards, when a 

neighbor is selected as an MPR, the full routing tables 

received from it, are processed only to verify if a path 

has been removed. 

This MPR strategy can function better if the MPR list 

of each node is minimized. To achieve this, the network 

members remove any MPR reachable through another 

MPR. When a new positive update for a current MPR 

node is received, this new path is added to the RT and 

the corresponding MPR state is set to “inactive”. Then, 

all the paths based on the “inactive” MPR are patched 

through the MPR node that offered this new path and the 

“inactive” MPRs are removed from the MPR list. This 

method is similar to the one used in hierarchical protocols 

for Cluster Heads election. For example, in Fig. 12, the 

movement of MH7 makes it accessible through MH6. 

Let’s suppose that in this example, MH6 is the first to 

announce this new link. When MH1 detects this change, it 

patches all the paths based on MH7 through MH6 and 

removes MH7 from the MPR list. Consequently, MH1 

will be processing less routing packets. 

 

 
 

Fig. 10. Redundant routing information treatment 
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Fig. 11. Control messages sorting algorithm 

 

 
 

Fig. 12. The MPR set Optimization 

 

Simulation 

In order to test ERBOR, we implemented a simulator 

that can run ERBOR in a dynamic topology. The role of 

this software is to create a virtual network formed by 

mobile nodes and execute ERBOR in a distributed 

manner. First, our purpose was to test the protocol in 

different topologies. To ensure that the routing protocol 

works properly in any topology, we created a random 

movement scenario generator that defines the initial 

positions of the nodes and the positions to which they are 

moving toward. The tests were repeated extensively to 

ensure that the routing information is advertised 

correctly and no routing loops can appear. 

The routing simulator we implemented, was written 

in Java (JW, 1995) programming language. Initially, the 

role of the simulator was to execute the routing 

functions of ERBOR and display the produced routing 

tables interactively. Thus, the simulator was meant to 

operate specifically on the Routing Layer. Afterwards, 

we added a measurement mechanism that calculates the 

overhead generated by ERBOR to compare it with the 

overhead generated if the components of the network 

advertised their routing tables. Since most of the 
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proactive protocols advertise the entire routing table 

after a defined period, the typical proactive method of 

routing information exchange can be compared with the 

method that ERBOR applies. To do so, the overhead 

generated in the network is measured by summing the 

sizes of the control messages advertised by the network 

members. Figure 13 displays the different interfaces of 

the routing simulator. 

At the beginning, the tests showed the formation of 

routing loops when a subset of the network goes out of 

coverage and renders the network divided into multiple 

zones. This problem was solved by including the DUT 

structure instead of the sequence number method. The 

user is also able to monitor the progression of the routing 

table in any network member. Both the routing table (RT 

+ MPR list) and the NXUT are displayed proactively. It 

is also possible to choose a path between the selected 

node and a destination to display it on the topology 

interface, as it is shown in Fig. 14. Additionally, the user 

is able to suspend the node movement or turn off a node 

in order to test the protocol reaction to node failure. The 

user can also suspend the movement scenario, restart it 

or edit the positions of the network members. 

In the overhead measurement screen, the simulator 

indicates the elapsed simulation time, the total overhead 

generated by ERBOR and the overhead produced by the 

classical proactive method (the advertisement of the 

entire routing table). In Fig. 15, the red plot represents 

the overhead generated by the full routing table 

broadcast, whereas the overhead generated by ERBOR is 

displayed in green. At first, the two methods produce 

almost the same volume of overhead. This result can be 

explained by the fact that the network members 

executing ERBOR advertise their full routing tables 

when they are starting to establish their MPR list. After 

the definition of the MPR list, the nodes broadcast more 

often the routing updates which decrease the overhead. 

Eventually, when the topology is stable, ERBOR 

generates only small control messages to maintain the 

relationship between a node and its selected MPRs. The 

network in this example was composed of 300 nodes 

with a transmission range of 250 m for each. 

As previously explained, proactive protocols require 

that all the network members process the entire routing 

information received from the neighbors. This method 

costs expensively in terms of energy when the volume of 

routing information processed is increased. To test the 

method included in ERBOR, we implemented a frame 

that displays the volume of routing information 

processed (as it is displayed in Fig. 16) across the 

network when: (a) the entire routing table is received and 

treated (represented by the plot in red), (b) ERBOR 

treats all the control messages received from the 

neighbors (represented by the plot in blue), (c) ERBOR 

treats the control messages received from the MPRs 

only (represented by the plot in green). The example in 

Fig. 16 shows that the method of control messages 

treatment included in ERBOR reduces significantly the 

volume of routing information treated by the network 

members. By doing so, this method reduces also the 

network members CPU usage and the energy spent on 

routing information processing. 

 

 
 

Fig. 13. The routing simulator 
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Fig. 14. Path display on the topology screen 
 

 
 

Fig. 15. The overhead measurement screen 
 

In order to facilitate the usage of the simulator, we 

added an interface that enables the user to define the 

network topology and a simple movement scenario as it 

is shown in Fig. 17. The user can also define other 

parameters like the broadcast period of the control 

messages and the network members speed of movement. 

To generate a random topology, the user has to specify 

the network size and click on “Generate random 

topology”. Moreover, the user can observe the 

evolution of the topology as it is shown in Fig. 18. At 

first, this frame was used to make sure that all the 

nodes detect their neighbors. After implementing the 

MPR selection method, the MPR connection between 

two nodes was displayed by a green link. 
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Fig. 16. The volume of routing information processed in the network 

 

 
 

Fig. 17. The topology generator interface 
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Fig. 18. Topology display 

 
Although this simulation tool is focused only on the 

routing function, the ability of running the simulation 
dynamically is a significant advantage. First, the primary 
role of the simulator is to locate any malfunction of the 
algorithm which is an easy task when the routing 
information is displayed interactively. Subsequently, any 
routing loops/errors can be located. For instance, it is 
possible to simulate all the network layers with Network 
Simulator 2 (NS2, 1995), but it is difficult to locate an 
unusual behavior of the protocol through interpreting 
a large trace file. Therefore, our focus was to test the 
protocol in an interactive manner and to make sure 
that it can operate correctly. 

Results 

The main disadvantage of all the proactive protocols 
is their inadaptability to large/high density topologies. 
Previous studies have illustrated that the increase of 
the network size, leads directly to the exponential 
growth of the proactive protocols overhead. For 
instance, Johann et al. (2004) explain that the large 
overhead produced by the proactive protocols is 
caused by the frequent broadcast of the entire routing 
table. Consequently, the resulting overhead is correlated 
with the value Network_Size

2
. Furthermore, the obtained 

results by Deepak et al. (2013) and Kavita and Abhishek 
(2011) indicate that the increase of the network size 
affects negatively the reactive/hybrid protocols less than 
the proactive protocols. 

Besides, from a network density prospect, the 

treatment of a large quantity of routing information 

can exhaust the network resources at high rate. This 

aspect affects significantly the MANET members 

since they are usually equipped with a limited 

computational capacity. To compare our solution, in 

this context, with other protocols from the same 

category, we conducted several series of simulations 

with DSDV, FSR (Sven, 2005) and ERBOR. The 

simulation parameters were changed in order to 

measure the overhead when: (a) the network size is 

expanded, (b) the topology density is raised, (c) the 

movement speed of the nodes is raised. The results 

recorded during the simulations are presented in Fig. 

19-24. Generally, ERBOR generates the lowest 

overhead during the tests and treats less routing 

information than FSR and DSDV. 

Discussion 

The Network Growth Influence 

To test the influence of the network growth on the 

proactive protocols, we ran a series of simulations where 

the network size is augmented gradually. The obtained 

results in Fig. 19 and 20 show how the overhead and the 

routing information processed by the tested protocols, 

are influenced. As expected, FSR generates less 

overhead and treats less routing information than DSDV. 
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Fig. 19. The impact of the network growth on the overhead 

generated per node 

 

 
 
Fig. 20. The impact of the network growth on the quantity of 

routing information processed per node 

 

 
 
Fig. 21. The impact of the transmission range on the overhead 

generated per node 

 
 
Fig. 22. The impact of the transmission range on the quantity of 

routing information processed per node 

 

 
 
Fig. 23. The impact of the speed of movement on the overhead 

generated per node 

 

 
 
Fig. 24. The impact of the speed of movement on the quantity of 

routing information processed per node 
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Although the Fisheye algorithm improves considerably 

the adaptability of the protocol to large topologies, 

increasing the network size leads eventually to the 

increase of the network density. As a result, the size of 

the neighborhood description, advertised by FSR, is 

increased as well. The parameters of this experiment 

are declared in Table 3. 

Besides the periodic broadcast of the global 

topological information, DSDV is based on an event 

driven method to announce the important topological 

changes. Although this approach has its benefits from a 

convergence perspective, this methods elevates the 

overhead when the network members are still in motion. 

Moreover, the systematic advertisement of the entire 

routing table increases the overhead as well. Hence, the 

massive volume of routing information processed and 

the large quantity of overhead when DSDV is applied. 

In contrast to the two previous protocols, the growth 

of the network appears to have very little influence on 

ERBOR. From an overhead point of view, the results can 

be explained by the fact that ERBOR limits the quantity 

of overhead by advertising the entire routing table of a 

node, only when a useful connection is established. 

Thus, the increase of the network size does not directly 

augment the sizes of the control messages. Moreover, 

when the topology is stable, FSR and DSDV continue to 

broadcast the routing messages periodically. On the 

other hand, ERBOR advertises only the detected 

changes. Accordingly, whereas the overhead/routing 

information processed of DSDV and FSR continue to 

expand, ERBOR consumes a negligible quantity of 

resources when the network members are steady. 

As explained earlier, a shared mechanism between 

the proactive protocols is the periodic treatment of all the 

received routing messages. Considering the sizes of the 

control messages (due to the growth of the network) 

advertised by DSDV and FSR, both protocols process a 

massive quantity of routing information in order to 

maintain the topological view. On the other hand, 

ERBOR treats only the messages received from the 

selected MPRs. Combined with the way ERBOR 

restrains the control message size, the method of MPR 

selection reduces considerably the influence of the 

network growth on the volume of routing information 

processed by the network members. 

The Network Density Influence 

Another parameter that can heavily influence the 
proactive method, is the network density. To test how 
this factor can impact the proactive protocols, we ran a 
series of simulations where the network density is 
increased by augmenting the transmission range of the 
network members. Consequently, the number of 
neighbors sensed by a node, is augmented as well. The 
results in Fig. 21 and 22 illustrate that the increase of 
the network density leads to the increase of the 

overhead and the volume of routing information 
processed, by all three protocols. Table 4 represents the 
parameters of this simulation. 

As mentioned in the theoretical description of FSR, the 

strategy of this protocol is to broadcast the description of 

the adjacent nodes more often than the description of the 

remote destinations. Thus, when the number of close 

nodes increases due to the network density, the overhead 

of FSR expands past the quantity generated by DSDV. 

On the other hand, the overhead of DSDV is relatively 

stable because the dissemination method used in this 

protocol does not depend on the number of the adjacent 

nodes. More importantly, since all the received routing 

messages must be processed, the increase of the 

network density causes the elevation of the volume of 

routing information processed by both protocols. 
Due to the MPR selection method, ERBOR 

advertises the entire routing table only when it is 
necessary. Although this method reduces the volume of 
overhead, the increase of the network density leads 
inevitably to the increase of the detected MPRs. 
Nonetheless, the effect of the network density is 
significantly reduced by comparison with FSR and 
DSDV. Moreover, unlike FSR and DSDV, only the 
essential routing messages are processed. Thus, the 
influence of the network density on ERBOR, is limited. 

Another perceptible outcome is that, although FSR 

generates more overhead than DSDV, DSDV processes 

more routing information. While this result can seem 

odd, it can be simply traced to the event driven nature of 

DSDV. In FSR, the broadcast of the neighborhood 

description is done periodically. Thus, the increase of the 

routing messages sizes, increases directly the volume of 

routing information processed. On the other hand, the 

broadcast of the routing packets is event driven when 

DSDV is applied. To lower the overhead, when an 

important event is detected, DSDV broadcasts the entire 

routing table to limit the sizes of the subsequent 

incremental messages. Moreover, due to the increase of 

the network density, any sensed change deemed as 

essential, will trigger the immediate broadcast of the 

routing message which is received by all the adjacent 

nodes. Hence, the elevation of the routing information 

processed by DSDV. In Fig. 25, the recorded quantity of 

routing messages processed by DSDV and FSR, during 

this series of simulations, are displayed. 

Network Members Movement 

To test the adaptability of the three protocols based 

on the nodes speed of movement, we made a series of 

simulations where the nodes speed of movement is 

augmented gradually. The obtained results in Fig. 23 

and 24, show that DSDV and FSR are influenced 

randomly. On the other hand, the overhead/routing 

information processed of ERBOR, decreases. The 

parameters of this experiment are shown in Table 5. 
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Fig. 25. The overall quantity of routing packets processed by 

DSDV and FSR 
 
Table 3. The network growth parameters 

Parameters DSDV FSR ERBOR 

Broadcast period 15 sec 5 sec 5 sec 

Simulation space  1500×1500 m 
Transmission range  150 m 

Speed of movement  4 m s−1 
Network size  150-300 
Simulation time  400 s 

 
Table 4. The network density parameters 

Parameters DSDV FSR ERBOR 

Broadcast period 15 sec 5 sec 5 sec 

Simulation space  1500×1500 m 
Transmission range  150-250 m 

Speed of movement  4 m s−1 
Network size  250 
Simulation time  400 s 

 

Table 5. The network members movement speed parameters 

Parameters DSDV FSR ERBOR 

Broadcast period 15 sec 5 sec 5 sec 

Simulation space  1500×1500 m 
Transmission range  150 m 

Speed of movement  2-6 m s−1 
Network size  250 
Simulation time  400 s 

 
Table 6. The topological parameters influence on DSDV, FSR 

and ERBOR 

  Network Network Node speed 

Parameter  Protocol size density of movement 

DSDV Overhead High Medium High 

 Processed  
 information High High High 
FSR Overhead Medium High Low 

 Processed 
  information Medium High Low 

ERBOR Overhead Low Medium Low 
 Processed  

 information Low Medium Low 

First, it is obvious that increasing the network 

members speed of movement does not influence FSR 

directly. Unlike DSDV, the routing messages 

advertisement method of FSR is independent from the 

topological events. As it is shown in Fig. 24, the 

highest values of overhead are generated by DSDV. 

Regardless of the difference between the overhead 

produced by DSDV and FSR, this protocol generates a 

higher quantity of routing messages when the 

topology changes frequently. 

Unlike DSDV, ERBOR periodically announces only 

the changes based on the updates received from the 

MPRs. Thus, the effect of the topological changes on the 

overhead of ERBOR, is reduced. Obviously, when the 

network members are moving fast, they reach their 

final position faster and the topology becomes stable. 

Since ERBOR announces the routing updates 

periodically only, the overhead of this protocol is 

lowered after its convergence. Otherwise, when the 

network members are moving slowly, the topological 

events are more continuous. Hence, it is also noticeable 

that ERBOR generates more overhead when the 

network members are moving slowly. Table 6 

summarizes the results obtained in this section. 

Conclusion 

After implementing ERBOR and putting it to the 

test, we obtained positive results that can be used to 

improve it in different aspects. For instance, a local 

path repair technique like the one used in ABR can 

limit the routing update dissemination. Instead of 

immediately announcing that a link with an MPR is 

lost, the node announces this routing update in its 

neighborhood to search for an alternative path. If the 

path repair process fails, a path removal update is 

announced. This method can be effective when the 

network members are moving at slow/medium speed. 

Otherwise, the route repair attempt will only 

slowdown the convergence. A simpler idea is to 

include the FSR method in order to accelerate the 

convergence without elevating the overhead. In future 

studies we intend to include other methods to enhance 

the protocol adaptability to the user application 

requirements. 
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